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1

PREFACE

The aim of this work is threefold:
First it should be a monographical work on natural bundles and natural op-

erators in differential geometry. This is a field which every differential geometer
has met several times, but which is not treated in detail in one place. Let us
explain a little, what we mean by naturality.

Exterior derivative commutes with the pullback of differential forms. In the
background of this statement are the following general concepts. The vector
bundle ΛkT ∗M is in fact the value of a functor, which associates a bundle over
M to each manifold M and a vector bundle homomorphism over f to each local
diffeomorphism f between manifolds of the same dimension. This is a simple
example of the concept of a natural bundle. The fact that the exterior derivative
d transforms sections of ΛkT ∗M into sections of Λk+1T ∗M for every manifold M
can be expressed by saying that d is an operator from ΛkT ∗M into Λk+1T ∗M .
That the exterior derivative d commutes with local diffeomorphisms now means,
that d is a natural operator from the functor ΛkT ∗ into functor Λk+1T ∗. If k > 0,
one can show that d is the unique natural operator between these two natural
bundles up to a constant. So even linearity is a consequence of naturality. This
result is archetypical for the field we are discussing here. A systematic treatment
of naturality in differential geometry requires to describe all natural bundles, and
this is also one of the undertakings of this book.

Second this book tries to be a rather comprehensive textbook on all basic
structures from the theory of jets which appear in different branches of dif-
ferential geometry. Even though Ehresmann in his original papers from 1951
underlined the conceptual meaning of the notion of an r-jet for differential ge-
ometry, jets have been mostly used as a purely technical tool in certain problems
in the theory of systems of partial differential equations, in singularity theory,
in variational calculus and in higher order mechanics. But the theory of nat-
ural bundles and natural operators clarifies once again that jets are one of the
fundamental concepts in differential geometry, so that a thorough treatment of
their basic properties plays an important role in this book. We also demonstrate
that the central concepts from the theory of connections can very conveniently
be formulated in terms of jets, and that this formulation gives a very clear and
geometric picture of their properties.

This book also intends to serve as a self-contained introduction to the theory
of Weil bundles. These were introduced under the name ‘les espaces des points
proches’ by A. Weil in 1953 and the interest in them has been renewed by the
recent description of all product preserving functors on manifolds in terms of
products of Weil bundles. And it seems that this technique can lead to further
interesting results as well.

Third in the beginning of this book we try to give an introduction to the
fundamentals of differential geometry (manifolds, flows, Lie groups, differential
forms, bundles and connections) which stresses naturality and functoriality from
the beginning and is as coordinate free as possible. Here we present the Frölicher-
Nijenhuis bracket (a natural extension of the Lie bracket from vector fields to
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2 Preface

vector valued differential forms) as one of the basic structures of differential
geometry, and we base nearly all treatment of curvature and Bianchi identities
on it. This allows us to present the concept of a connection first on general
fiber bundles (without structure group), with curvature, parallel transport and
Bianchi identity, and only then add G-equivariance as a further property for
principal fiber bundles. We think, that in this way the underlying geometric
ideas are more easily understood by the novice than in the traditional approach,
where too much structure at the same time is rather confusing. This approach
was tested in lecture courses in Brno and Vienna with success.

A specific feature of the book is that the authors are interested in general
points of view towards different structures in differential geometry. The modern
development of global differential geometry clarified that differential geomet-
ric objects form fiber bundles over manifolds as a rule. Nijenhuis revisited the
classical theory of geometric objects from this point of view. Each type of geo-
metric objects can be interpreted as a rule F transforming every m-dimensional
manifold M into a fibered manifold FM → M over M and every local diffeo-
morphism f : M → N into a fibered manifold morphism Ff : FM → FN over
f . The geometric character of F is then expressed by the functoriality condition
F (g ◦ f) = Fg ◦ Ff . Hence the classical bundles of geometric objects are now
studied in the form of the so called lifting functors or (which is the same) natu-
ral bundles on the categoryMfm of all m-dimensional manifolds and their local
diffeomorphisms. An important result by Palais and Terng, completed by Ep-
stein and Thurston, reads that every lifting functor has finite order. This gives
a full description of all natural bundles as the fiber bundles associated with the
r-th order frame bundles, which is useful in many problems. However in several
cases it is not sufficient to study the bundle functors defined on the category
Mfm. For example, if we have a Lie group G, its multiplication is a smooth
map µ : G × G → G. To construct an induced map Fµ : F (G × G) → FG,
we need a functor F defined on the whole category Mf of all manifolds and
all smooth maps. In particular, if F preserves products, then it is easy to see
that Fµ endows FG with the structure of a Lie group. A fundamental result
in the theory of the bundle functors on Mf is the complete description of all
product preserving functors in terms of the Weil bundles. This was deduced by
Kainz and Michor, and independently by Eck and Luciano, and it is presented in
chapter VIII of this book. At several other places we then compare and contrast
the properties of the product preserving bundle functors and the non-product-
preserving ones, which leads us to interesting geometric results. Further, some
functors of modern differential geometry are defined on the category of fibered
manifolds and their local isomorphisms, the bundle of general connections be-
ing the simplest example. Last but not least we remark that Eck has recently
introduced the general concepts of gauge natural bundles and gauge natural op-
erators. Taking into account the present role of gauge theories in theoretical
physics and mathematics, we devote the last chapter of the book to this subject.

If we interpret geometric objects as bundle functors defined on a suitable cat-
egory over manifolds, then some geometric constructions have the role of natural
transformations. Several others represent natural operators, i.e. they map sec-
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Preface 3

tions of certain fiber bundles to sections of other ones and commute with the
action of local isomorphisms. So geometric means natural in such situations.
That is why we develop a rather general theory of bundle functors and natural
operators in this book. The principal advantage of interpreting geometric as nat-
ural is that we obtain a well-defined concept. Then we can pose, and sometimes
even solve, the problem of determining all natural operators of a prescribed type.
This gives us the complete list of all possible geometric constructions of the type
in question. In some cases we even discover new geometric operators in this way.

Our practical experience taught us that the most effective way how to treat
natural operators is to reduce the question to a finite order problem, in which
the corresponding jet spaces are finite dimensional. Since the finite order natural
operators are in a simple bijection with the equivariant maps between the corre-
sponding standard fibers, we can apply then several powerful tools from classical
algebra and analysis, which can lead rather quickly to a complete solution of the
problem. Such a passing to a finite order situation has been of great profit in
other branches of mathematics as well. Historically, the starting point for the
reduction to the jet spaces is the famous Peetre theorem saying that every linear
support non-increasing operator has locally finite order. We develop an essential
generalization of this technique and we present a unified approach to the finite
order results for both natural bundles and natural operators in chapter V.

The primary purpose of chapter VI is to explain some general procedures,
which can help us in finding all the equivariant maps, i.e. all natural operators of
a given type. Nevertheless, the greater part of the geometric results is original.
Chapter VII is devoted to some further examples and applications, including
Gilkey’s theorem that all differential forms depending naturally on Riemannian
metrics and satisfying certain homogeneity conditions are in fact Pontryagin
forms. This is essential in the recent heat kernel proofs of the Atiyah Singer
Index theorem. We also characterize the Chern forms as the only natural forms
on linear symmetric connections. In a special section we comment on the results
of Kirillov and his colleagues who investigated multilinear natural operators with
the help of representation theory of infinite dimensional Lie algebras of vector
fields. In chapter X we study systematically the natural operators on vector fields
and connections. Chapter XI is devoted to a general theory of Lie derivatives,
in which the geometric approach clarifies, among other things, the relations to
natural operators.

The material for chapters VI, X and sections 12, 30–32, 47, 49, 50, 52–54 was
prepared by the first author (I.K.), for chapters I, II, III, VIII by the second au-
thor (P.M.) and for chapters V, IX and sections 13–17, 33, 34, 48, 51 by the third
author (J.S.). The authors acknowledge A. Cap, M. Doupovec, and J. Janyška,
for reading the manuscript and for several critical remarks and comments and
A. A. Kirillov for commenting section 34.

The joint work of the authors on the book has originated in the seminar of
the first two authors and has been based on the common cultural heritage of
Middle Europe. The authors will be pleased if the reader realizes a reflection of
those traditions in the book.
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CHAPTER I.
MANIFOLDS AND LIE GROUPS

In this chapter we present an introduction to the basic structures of differential
geometry which stresses global structures and categorical thinking. The material
presented is standard - but some parts are not so easily found in text books:
we treat initial submanifolds and the Frobenius theorem for distributions of non
constant rank, and we give a very quick proof of the Campbell - Baker - Hausdorff
formula for Lie groups. We also prove that closed subgroups of Lie groups are
Lie subgroups.

1. Differentiable manifolds

1.1. A topological manifold is a separable Hausdorff space M which is locally
homeomorphic to Rn. So for any x ∈M there is some homeomorphism u : U →
u(U) ⊆ Rn, where U is an open neighborhood of x in M and u(U) is an open
subset in Rn. The pair (U, u) is called a chart on M .

From topology it follows that the number n is locally constant on M ; if n is
constant, M is sometimes called a pure manifold. We will only consider pure
manifolds and consequently we will omit the prefix pure.

A family (Uα, uα)α∈A of charts on M such that the Uα form a cover of M is
called an atlas. The mappings uαβ := uα ◦ u−1

β : uβ(Uαβ)→ uα(Uαβ) are called
the chart changings for the atlas (Uα), where Uαβ := Uα ∩ Uβ .

An atlas (Uα, uα)α∈A for a manifold M is said to be a Ck-atlas, if all chart
changings uαβ : uβ(Uαβ) → uα(Uαβ) are differentiable of class Ck. Two Ck-
atlases are called Ck-equivalent, if their union is again a Ck-atlas for M . An
equivalence class of Ck-atlases is called a Ck-structure on M . From differential
topology we know that if M has a C1-structure, then it also has a C1-equivalent
C∞-structure and even a C1-equivalent Cω-structure, where Cω is shorthand
for real analytic. By a Ck-manifold M we mean a topological manifold together
with a Ck-structure and a chart on M will be a chart belonging to some atlas
of the Ck-structure.

But there are topological manifolds which do not admit differentiable struc-
tures. For example, every 4-dimensional manifold is smooth off some point, but
there are such which are not smooth, see [Quinn, 82], [Freedman, 82]. There
are also topological manifolds which admit several inequivalent smooth struc-
tures. The spheres from dimension 7 on have finitely many, see [Milnor, 56].
But the most surprising result is that on R4 there are uncountably many pair-
wise inequivalent (exotic) differentiable structures. This follows from the results
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1. Differentiable manifolds 5

of [Donaldson, 83] and [Freedman, 82], see [Gompf, 83] or [Freedman-Feng Luo,
89] for an overview.

Note that for a Hausdorff C∞-manifold in a more general sense the following
properties are equivalent:

(1) It is paracompact.
(2) It is metrizable.
(3) It admits a Riemannian metric.
(4) Each connected component is separable.

In this book a manifold will usually mean a C∞-manifold, and smooth is
used synonymously for C∞, it will be Hausdorff, separable, finite dimensional,
to state it precisely.

Note finally that any manifold M admits a finite atlas consisting of dimM+1
(not connected) charts. This is a consequence of topological dimension theory
[Nagata, 65], a proof for manifolds may be found in [Greub-Halperin-Vanstone,
Vol. I, 72].

1.2. A mapping f : M → N between manifolds is said to be Ck if for each
x ∈ M and each chart (V, v) on N with f(x) ∈ V there is a chart (U, u) on M
with x ∈ U , f(U) ⊆ V , and v ◦ f ◦ u−1 is Ck. We will denote by Ck(M,N) the
space of all Ck-mappings from M to N .

A Ck-mapping f : M → N is called a Ck-diffeomorphism if f−1 : N → M
exists and is also Ck. Two manifolds are called diffeomorphic if there exists a dif-
feomorphism between them. From differential topology we know that if there is a
C1-diffeomorphism between M and N , then there is also a C∞-diffeomorphism.
All smooth manifolds together with the C∞-mappings form a category, which
will be denoted by Mf . One can admit non pure manifolds even in Mf , but
we will not stress this point of view.

A mapping f : M → N between manifolds of the same dimension is called
a local diffeomorphism, if each x ∈ M has an open neighborhood U such that
f |U : U → f(U) ⊂ N is a diffeomorphism. Note that a local diffeomorphism
need not be surjective or injective.

1.3. The set of smooth real valued functions on a manifold M will be denoted
by C∞(M,R), in order to distinguish it clearly from spaces of sections which
will appear later. C∞(M,R) is a real commutative algebra.

The support of a smooth function f is the closure of the set, where it does
not vanish, supp(f) = {x ∈M : f(x) 6= 0}. The zero set of f is the set where f
vanishes, Z(f) = {x ∈M : f(x) = 0}.

Any manifold admits smooth partitions of unity: Let (Uα)α∈A be an open
cover of M . Then there is a family (ϕα)α∈A of smooth functions on M , such
that supp(ϕα) ⊂ Uα, (supp(ϕα)) is a locally finite family, and

∑
α ϕα = 1

(locally this is a finite sum).

1.4. Germs. Let M and N be manifolds and x ∈ M . We consider all smooth
mappings f : Uf → N , where Uf is some open neighborhood of x in M , and we
put f ∼

x
g if there is some open neighborhood V of x with f |V = g|V . This is an

equivalence relation on the set of mappings considered. The equivalence class of
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6 Chapter I. Manifolds and Lie groups

a mapping f is called the germ of f at x, sometimes denoted by germx f . The
space of all germs at x of mappings M → N will be denoted by C∞x (M,N).
This construction works also for other types of mappings like real analytic or
holomorphic ones, if M and N have real analytic or complex structures.

If N = R we may add and multiply germs, so we get the real commutative
algebra C∞x (M,R) of germs of smooth functions at x.

Using smooth partitions of unity (see 1.3) it is easily seen that each germ of
a smooth function has a representative which is defined on the whole of M . For
germs of real analytic or holomorphic functions this is not true. So C∞x (M,R)
is the quotient of the algebra C∞(M,R) by the ideal of all smooth functions
f : M → R which vanish on some neighborhood (depending on f) of x.

1.5. The tangent space of Rn. Let a ∈ Rn. A tangent vector with foot
point a is simply a pair (a,X) with X ∈ Rn, also denoted by Xa. It induces
a derivation Xa : C∞(Rn,R) → R by Xa(f) = df(a)(Xa). The value depends
only on the germ of f at a and we have Xa(f · g) = Xa(f) · g(a) + f(a) ·Xa(g)
(the derivation property).

If conversely D : C∞(Rn,R) → R is linear and satisfies D(f · g) = D(f) ·
g(a) + f(a) ·D(g) (a derivation at a), then D is given by the action of a tangent
vector with foot point a. This can be seen as follows. For f ∈ C∞(Rn,R) we
have

f(x) = f(a) +
∫ 1

0

d
dtf(a+ t(x− a))dt

= f(a) +
n∑
i=1

∫ 1

0

∂f
∂xi (a+ t(x− a))dt (xi − ai)

= f(a) +
n∑
i=1

hi(x)(xi − ai).

D(1) = D(1 · 1) = 2D(1), so D(constant) = 0. Thus

D(f) = D(f(a) +
n∑
i=1

hi(x)(xi − ai))

= 0 +
n∑
i=1

D(hi)(ai − ai) +
n∑
i=1

hi(a)(D(xi)− 0)

=
n∑
i=1

∂f
∂xi (a)D(xi),

where xi is the i-th coordinate function on Rn. So we have the expression

D(f) =
n∑
i=1

D(xi) ∂
∂xi |a(f), D =

n∑
i=1

D(xi) ∂
∂xi |a.

Thus D is induced by the tangent vector (a,
∑n
i=1D(xi)ei), where (ei) is the

standard basis of Rn.
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1. Differentiable manifolds 7

1.6. The tangent space of a manifold. Let M be a manifold and let x ∈
M and dimM = n. Let TxM be the vector space of all derivations at x of
C∞x (M,R), the algebra of germs of smooth functions on M at x. (Using 1.3 it
may easily be seen that a derivation of C∞(M,R) at x factors to a derivation of
C∞x (M,R).)

So TxM consists of all linear mappings Xx : C∞(M,R)→ R satisfying Xx(f ·
g) = Xx(f) · g(x) + f(x) ·Xx(g). The space TxM is called the tangent space of
M at x.

If (U, u) is a chart on M with x ∈ U , then u∗ : f 7→ f ◦ u induces an iso-
morphism of algebras C∞u(x)(R

n,R) ∼= C∞x (M,R), and thus also an isomorphism
Txu : TxM → Tu(x)R

n, given by (Txu.Xx)(f) = Xx(f ◦ u). So TxM is an n-
dimensional vector space. The dot in Txu.Xx means that we apply the linear
mapping Txu to the vector Xx — a dot will frequently denote an application of
a linear or fiber linear mapping.

We will use the following notation: u = (u1, . . . , un), so ui denotes the i-th
coordinate function on U , and

∂
∂ui |x := (Txu)−1( ∂

∂xi |u(x)) = (Txu)−1(u(x), ei).

So ∂
∂ui |x ∈ TxM is the derivation given by

∂
∂ui |x(f) =

∂(f ◦ u−1)
∂xi

(u(x)).

From 1.5 we have now

Txu.Xx =
n∑
i=1

(Txu.Xx)(xi) ∂
∂xi |u(x) =

=
n∑
i=1

Xx(xi ◦ u) ∂
∂xi |u(x) =

n∑
i=1

Xx(ui) ∂
∂xi |u(x).

1.7. The tangent bundle. For a manifold M of dimension n we put TM :=⊔
x∈M TxM , the disjoint union of all tangent spaces. This is a family of vec-

tor spaces parameterized by M , with projection πM : TM → M given by
πM (TxM) = x.

For any chart (Uα, uα) of M consider the chart (π−1
M (Uα), Tuα) on TM ,

where Tuα : π−1
M (Uα) → uα(Uα) × Rn is given by the formula Tuα.X =

(uα(πM (X)), TπM (X)uα.X). Then the chart changings look as follows:

Tuβ ◦ (Tuα)−1 : Tuα(π−1
M (Uαβ)) = uα(Uαβ)× Rn →

→ uβ(Uαβ)× Rn = Tuβ(π−1
M (Uαβ)),

((Tuβ ◦ (Tuα)−1)(y, Y ))(f) = ((Tuα)−1(y, Y ))(f ◦ uβ)

= (y, Y )(f ◦ uβ ◦ u−1
α ) = d(f ◦ uβ ◦ u−1

α )(y).Y

= df(uβ ◦ u−1
α (y)).d(uβ ◦ u−1

α )(y).Y

= (uβ ◦ u−1
α (y), d(uβ ◦ u−1

α )(y).Y )(f).
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8 Chapter I. Manifolds and Lie groups

So the chart changings are smooth. We choose the topology on TM in such
a way that all Tuα become homeomorphisms. This is a Hausdorff topology,
since X, Y ∈ TM may be separated in M if π(X) 6= π(Y ), and in one chart if
π(X) = π(Y ). So TM is again a smooth manifold in a canonical way; the triple
(TM, πM ,M) is called the tangent bundle of M .

1.8. Kinematic definition of the tangent space. Consider C∞0 (R,M), the
space of germs at 0 of smooth curves R→M . We put the following equivalence
relation on C∞0 (R,M): the germ of c is equivalent to the germ of e if and only
if c(0) = e(0) and in one (equivalently each) chart (U, u) with c(0) = e(0) ∈ U
we have d

dt |0(u◦ c)(t) = d
dt |0(u◦e)(t). The equivalence classes are called velocity

vectors of curves in M . We have the following mappings

C∞0 (R,M)/ ∼

u
α

C∞0 (R,M)u

u
ev0

TM
AA

AA
AAC

β

wπM
M,

where α(c)(germc(0) f) = d
dt |0f(c(t)) and β : TM → C∞0 (R,M) is given by:

β((Tu)−1(y, Y )) is the germ at 0 of t 7→ u−1(y + tY ). So TM is canonically
identified with the set of all possible velocity vectors of curves in M .

1.9. Let f : M → N be a smooth mapping between manifolds. Then f induces a
linear mapping Txf : TxM → Tf(x)N for each x ∈M by (Txf.Xx)(h) = Xx(h◦f)
for h ∈ C∞f(x)(N,R). This mapping is linear since f∗ : C∞f(x)(N,R)→ C∞x (M,R),
given by h 7→ h ◦ f , is linear, and Txf is its adjoint, restricted to the subspace
of derivations.

If (U, u) is a chart around x and (V, v) is one around f(x), then

(Txf. ∂∂ui |x)(vj) = ∂
∂ui |x(vj ◦ f) = ∂

∂xi (v
j ◦ f ◦ u−1),

Txf.
∂
∂ui |x =

∑
j(Txf.

∂
∂ui |x)(vj) ∂

∂vj |f(x) by 1.7

=
∑
j
∂(vj◦f◦u−1)

∂xi (u(x)) ∂
∂vj |f(x).

So the matrix of Txf : TxM → Tf(x)N in the bases ( ∂
∂ui |x) and ( ∂

∂vj |f(x)) is just
the Jacobi matrix d(v ◦ f ◦ u−1)(u(x)) of the mapping v ◦ f ◦ u−1 at u(x), so
Tf(x)v ◦ Txf ◦ (Txu)−1 = d(v ◦ f ◦ u−1)(u(x)).

Let us denote by Tf : TM → TN the total mapping, given by Tf |TxM :=
Txf . Then the composition Tv ◦Tf ◦ (Tu)−1 : u(U)×Rm → v(V )×Rn is given
by (y, Y ) 7→ ((v ◦ f ◦ u−1)(y), d(v ◦ f ◦ u−1)(y)Y ), and thus Tf : TM → TN is
again smooth.

If f : M → N and g : N → P are smooth mappings, then we have T (g ◦ f) =
Tg ◦ Tf . This is a direct consequence of (g ◦ f)∗ = f∗ ◦ g∗, and it is the global
version of the chain rule. Furthermore we have T (IdM ) = IdTM .

If f ∈ C∞(M,R), then Tf : TM → TR = R × R. We then define the
differential of f by df := pr2 ◦Tf : TM → R. Let t denote the identity function
on R, then (Tf.Xx)(t) = Xx(t ◦ f) = Xx(f), so we have df(Xx) = Xx(f).
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1. Differentiable manifolds 9

1.10. Submanifolds. A subsetN of a manifoldM is called a submanifold, if for
each x ∈ N there is a chart (U, u) of M such that u(U ∩N) = u(U) ∩ (Rk × 0),
where Rk × 0 ↪→ R

k × Rn−k = R
n. Then clearly N is itself a manifold with

(U ∩N,u|U ∩N) as charts, where (U, u) runs through all submanifold charts as
above and the injection i : N ↪→M is an embedding in the following sense:

An embedding f : N →M from a manifold N into another one is an injective
smooth mapping such that f(N) is a submanifold of M and the (co)restricted
mapping N → f(N) is a diffeomorphism.

If f : Rn → R
q is smooth and the rank of f (more exactly: the rank of its

derivative) is q at each point of f−1(0), say, then f−1(0) is a submanifold of Rn

of dimension n− q or empty. This is an immediate consequence of the implicit
function theorem.

The following theorem needs three applications of the implicit function theo-
rem for its proof, which can be found in [Dieudonné, I, 60, 10.3.1].

Theorem. Let f : W → R
q be a smooth mapping, where W is an open subset

of Rn. If the derivative df(x) has constant rank k for each x ∈W , then for each
a ∈ W there are charts (U, u) of W centered at a and (V, v) of Rq centered at
f(a) such that v ◦ f ◦ u−1 : u(U)→ v(V ) has the following form:

(x1, . . . , xn) 7→ (x1, . . . , xk, 0, . . . , 0).

So f−1(b) is a submanifold of W of dimension n− k for each b ∈ f(W ). �

1.11. Example: Spheres. We consider the space Rn+1, equipped with the
standard inner product 〈x, y〉 =

∑
xiyi. The n-sphere Sn is then the subset

{x ∈ Rn+1 : 〈x, x〉 = 1}. Since f(x) = 〈x, x〉, f : Rn+1 → R, satisfies df(x)y =
2〈x, y〉, it is of rank 1 off 0 and by 1.10 the sphere Sn is a submanifold of Rn+1.

In order to get some feeling for the sphere we will describe an explicit atlas
for Sn, the stereographic atlas. Choose a ∈ Sn (‘south pole’). Let

U+ := Sn \ {a}, u+ : U+ → {a}⊥, u+(x) = x−〈x,a〉a
1−〈x,a〉 ,

U− := Sn \ {−a}, u− : U− → {a}⊥, u−(x) = x−〈x,a〉a
1+〈x,a〉 .

From an obvious drawing in the 2-plane through 0, x, and a it is easily seen that
u+ is the usual stereographic projection. We also get

u−1
+ (y) = |y|2−1

|y|2+1a+ 2
|y|2+1y for y ∈ {a}⊥

and (u− ◦ u−1
+ )(y) = y

|y|2 . The latter equation can directly be seen from a
drawing.

1.12. Products. Let M and N be smooth manifolds described by smooth at-
lases (Uα, uα)α∈A and (Vβ , vβ)β∈B , respectively. Then the family (Uα×Vβ , uα×
vβ : Uα × Vβ → R

m × Rn)(α,β)∈A×B is a smooth atlas for the cartesian product
M ×N . Clearly the projections

M
pr1←−−M ×N pr2−−→ N
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10 Chapter I. Manifolds and Lie groups

are also smooth. The product (M × N, pr1, pr2) has the following universal
property:

For any smooth manifold P and smooth mappings f : P →M and g : P → N
the mapping (f, g) : P →M ×N , (f, g)(x) = (f(x), g(x)), is the unique smooth
mapping with pr1 ◦ (f, g) = f , pr2 ◦ (f, g) = g.

From the construction of the tangent bundle in 1.7 it is immediately clear
that

TM
T (pr1)←−−−− T (M ×N)

T (pr2)−−−−→ TN

is again a product, so that T (M ×N) = TM × TN in a canonical way.
Clearly we can form products of finitely many manifolds.

1.13. Theorem. Let M be a connected manifold and suppose that f : M →M
is smooth with f ◦ f = f . Then the image f(M) of f is a submanifold of M .

This result can also be expressed as: ‘smooth retracts’ of manifolds are man-
ifolds. If we do not suppose that M is connected, then f(M) will not be a
pure manifold in general, it will have different dimension in different connected
components.

Proof. We claim that there is an open neighborhood U of f(M) in M such that
the rank of Tyf is constant for y ∈ U . Then by theorem 1.10 the result follows.

For x ∈ f(M) we have Txf ◦ Txf = Txf , thus imTxf = ker(Id−Txf) and
rankTxf + rank(Id−Txf) = dimM . Since rankTxf and rank(Id−Txf) can-
not fall locally, rankTxf is locally constant for x ∈ f(M), and since f(M) is
connected, rankTxf = r for all x ∈ f(M).

But then for each x ∈ f(M) there is an open neighborhood Ux in M with
rankTyf ≥ r for all y ∈ Ux. On the other hand rankTyf = rankTy(f ◦ f) =
rankTf(y)f ◦ Tyf ≤ rankTf(y)f = r. So the neighborhood we need is given by
U =

⋃
x∈f(M) Ux. �

1.14. Corollary. 1. The (separable) connected smooth manifolds are exactly
the smooth retracts of connected open subsets of Rn’s.

2. f : M → N is an embedding of a submanifold if and only if there is an
open neighborhood U of f(M) in N and a smooth mapping r : U → M with
r ◦ f = IdM .

Proof. Any manifold M may be embedded into some Rn, see 1.15 below. Then
there exists a tubular neighborhood of M in Rn (see [Hirsch, 76, pp. 109–118]),
and M is clearly a retract of such a tubular neighborhood. The converse follows
from 1.13.

For the second assertion repeat the argument for N instead of Rn. �

1.15. Embeddings into Rn’s. Let M be a smooth manifold of dimension m.
Then M can be embedded into Rn, if

(1) n = 2m+ 1 (see [Hirsch, 76, p 55] or [Bröcker-Jänich, 73, p 73]),
(2) n = 2m (see [Whitney, 44]).
(3) Conjecture (still unproved): The minimal n is n = 2m−α(m)+1, where

α(m) is the number of 1’s in the dyadic expansion of m.
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2. Submersions and immersions 11

There exists an immersion (see section 2) M → R
n, if

(1) n = 2m (see [Hirsch, 76]),
(2) n = 2m− α(m) (see [Cohen, 82]).

2. Submersions and immersions

2.1. Definition. A mapping f : M → N between manifolds is called a sub-
mersion at x ∈M , if the rank of Txf : TxM → Tf(x)N equals dimN . Since the
rank cannot fall locally (the determinant of a submatrix of the Jacobi matrix is
not 0), f is then a submersion in a whole neighborhood of x. The mapping f is
said to be a submersion, if it is a submersion at each x ∈M .

2.2. Lemma. If f : M → N is a submersion at x ∈ M , then for any chart
(V, v) centered at f(x) on N there is chart (U, u) centered at x on M such that
v ◦ f ◦ u−1 looks as follows:

(y1, . . . , yn, yn+1, . . . , ym) 7→ (y1, . . . , yn)

Proof. Use the inverse function theorem. �

2.3. Corollary. Any submersion f : M → N is open: for each open U ⊂ M
the set f(U) is open in N . �

2.4. Definition. A triple (M,p,N), where p : M → N is a surjective submer-
sion, is called a fibered manifold. M is called the total space, N is called the
base.

A fibered manifold admits local sections: For each x ∈ M there is an open
neighborhood U of p(x) in N and a smooth mapping s : U →M with p◦s = IdU
and s(p(x)) = x.

The existence of local sections in turn implies the following universal property:

M

u
p

44446
N w

f
P

If (M,p,N) is a fibered manifold and f : N → P is a mapping into some further
manifold, such that f ◦ p : M → P is smooth, then f is smooth.

2.5. Definition. A smooth mapping f : M → N is called an immersion at
x ∈ M if the rank of Txf : TxM → Tf(x)N equals dimM . Since the rank is
maximal at x and cannot fall locally, f is an immersion on a whole neighborhood
of x. f is called an immersion if it is so at every x ∈M .

2.6. Lemma. If f : M → N is an immersion, then for any chart (U, u) centered
at x ∈M there is a chart (V, v) centered at f(x) on N such that v ◦ f ◦ u−1 has
the form:

(y1, . . . , ym) 7→ (y1, . . . , ym, 0, . . . , 0)

Proof. Use the inverse function theorem. �
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12 Chapter I. Manifolds and Lie groups

2.7 Corollary. If f : M → N is an immersion, then for any x ∈ M there is
an open neighborhood U of x ∈ M such that f(U) is a submanifold of N and
f |U : U → f(U) is a diffeomorphism. �

2.8. Definition. If i : M → N is an injective immersion, then (M, i) is called
an immersed submanifold of N .

A submanifold is an immersed submanifold, but the converse is wrong in gen-
eral. The structure of an immersed submanifold (M, i) is in general not deter-
mined by the subset i(M) ⊂ N . All this is illustrated by the following example.
Consider the curve γ(t) = (sin3 t, sin t. cos t) in R2. Then ((−π, π), γ|(−π, π))
and ((0, 2π), γ|(0, 2π)) are two different immersed submanifolds, but the image
of the embedding is in both cases just the figure eight.

2.9. Let M be a submanifold of N . Then the embedding i : M → N is an
injective immersion with the following property:

(1) For any manifold Z a mapping f : Z → M is smooth if and only if
i ◦ f : Z → N is smooth.

The example in 2.8 shows that there are injective immersions without property
(1).

2.10. We want to determine all injective immersions i : M → N with property
2.9.1. To require that i is a homeomorphism onto its image is too strong as 2.11
and 2.12 below show. To look for all smooth mappings i : M → N with property
2.9.1 (initial mappings in categorical terms) is too difficult as remark 2.13 below
shows.

2.11. Lemma. If an injective immersion i : M → N is a homeomorphism onto
its image, then i(M) is a submanifold of N .

Proof. Use 2.7. �

2.12. Example. We consider the 2-dimensional torus T2 = R
2/Z2. Then the

quotient mapping π : R2 → T
2 is a covering map, so locally a diffeomorphism.

Let us also consider the mapping f : R → R
2, f(t) = (t, α.t), where α is

irrational. Then π ◦ f : R→ T
2 is an injective immersion with dense image, and

it is obviously not a homeomorphism onto its image. But π ◦ f has property
2.9.1, which follows from the fact that π is a covering map.

2.13. Remark. If f : R→ R is a function such that fp and fq are smooth for
some p, q which are relatively prime in N, then f itself turns out to be smooth,
see [Joris, 82]. So the mapping i : t 7→

(
tp

tq

)
, R→ R

2, has property 2.9.1, but i is
not an immersion at 0.

2.14. Definition. For an arbitrary subset A of a manifold N and x0 ∈ A let
Cx0(A) denote the set of all x ∈ A which can be joined to x0 by a smooth curve
in N lying in A.

A subset M in a manifold N is called initial submanifold of dimension m, if
the following property is true:

(1) For each x ∈M there exists a chart (U, u) centered at x on N such that
u(Cx(U ∩M)) = u(U) ∩ (Rm × 0).
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2. Submersions and immersions 13

The following three lemmas explain the name initial submanifold.

2.15. Lemma. Let f : M → N be an injective immersion between manifolds
with property 2.9.1. Then f(M) is an initial submanifold of N .

Proof. Let x ∈ M . By 2.6 we may choose a chart (V, v) centered at f(x) on N
and another chart (W,w) centered at x onM such that (v◦f◦w−1)(y1, . . . , ym) =
(y1, . . . , ym, 0, . . . , 0). Let r > 0 be so small that {y ∈ Rm : |y| < r} ⊂ w(W )
and {z ∈ Rn : |z| < 2r} ⊂ v(V ). Put

U : = v−1({z ∈ Rn : |z| < r}) ⊂ N,
W1 : = w−1({y ∈ Rm : |y| < r}) ⊂M.

We claim that (U, u = v|U) satisfies the condition of 2.14.1.

u−1(u(U) ∩ (Rm × 0)) = u−1({(y1, . . . , ym, 0 . . . , 0) : |y| < r}) =

= f ◦ w−1 ◦ (u ◦ f ◦ w−1)−1({(y1, . . . , ym, 0 . . . , 0) : |y| < r}) =

= f ◦ w−1({y ∈ Rm : |y| < r}) = f(W1) ⊆ Cf(x)(U ∩ f(M)),

since f(W1) ⊆ U ∩ f(M) and f(W1) is C∞-contractible.
Now let conversely z ∈ Cf(x)(U∩f(M)). Then by definition there is a smooth

curve c : [0, 1] → N with c(0) = f(x), c(1) = z, and c([0, 1]) ⊆ U ∩ f(M). By
property 2.9.1 the unique curve c̄ : [0, 1]→M with f ◦ c̄ = c, is smooth.

We claim that c̄([0, 1]) ⊆ W1. If not then there is some t ∈ [0, 1] with c̄(t) ∈
w−1({y ∈ Rm : r ≤ |y| < 2r}) since c̄ is smooth and thus continuous. But then
we have

(v ◦ f)(c̄(t)) ∈ (v ◦ f ◦ w−1)({y ∈ Rm : r ≤ |y| < 2r}) =

= {(y, 0) ∈ Rm × 0 : r ≤ |y| < 2r} ⊆ {z ∈ Rn : r ≤ |z| < 2r}.
This means (v ◦ f ◦ c̄)(t) = (v ◦ c)(t) ∈ {z ∈ Rn : r ≤ |z| < 2r}, so c(t) /∈ U , a
contradiction.

So c̄([0, 1]) ⊆W1, thus c̄(1) = f−1(z) ∈W1 and z ∈ f(W1). Consequently we
have Cf(x)(U ∩ f(M)) = f(W1) and finally f(W1) = u−1(u(U) ∩ (Rm × 0)) by
the first part of the proof. �

2.16. Lemma. Let M be an initial submanifold of a manifold N . Then there
is a unique C∞-manifold structure on M such that the injection i : M → N
is an injective immersion. The connected components of M are separable (but
there may be uncountably many of them).

Proof. We use the sets Cx(Ux ∩M) as charts for M , where x ∈M and (Ux, ux)
is a chart for N centered at x with the property required in 2.14.1. Then the
chart changings are smooth since they are just restrictions of the chart changings
on N . But the sets Cx(Ux ∩M) are not open in the induced topology on M
in general. So the identification topology with respect to the charts (Cx(Ux ∩
M), ux)x∈M yields a topology on M which is finer than the induced topology, so
it is Hausdorff. Clearly i : M → N is then an injective immersion. Uniqueness of
the smooth structure follows from the universal property of lemma 2.17 below.
Finally note that N admits a Riemannian metric since it is separable, which can
be induced on M , so each connected component of M is separable. �
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14 Chapter I. Manifolds and Lie groups

2.17. Lemma. Any initial submanifold M of a manifold N with injective
immersion i : M → N has the universal property 2.9.1:

For any manifold Z a mapping f : Z →M is smooth if and only if i◦f : Z →
N is smooth.

Proof. We have to prove only one direction and we will suppress the embedding i.
For z ∈ Z we choose a chart (U, u) on N , centered at f(z), such that u(Cf(z)(U∩
M)) = u(U) ∩ (Rm × 0). Then f−1(U) is open in Z and contains a chart (V, v)
centered at z on Z with v(V ) a ball. Then f(V ) is C∞-contractible in U ∩M , so
f(V ) ⊆ Cf(z)(U ∩M), and (u|Cf(z)(U ∩M))◦f ◦v−1 = u◦f ◦v−1 is smooth. �

2.18. Transversal mappings. Let M1, M2, and N be manifolds and let
fi : Mi → N be smooth mappings for i = 1, 2. We say that f1 and f2 are
transversal at y ∈ N , if

imTx1f1 + imTx2f2 = TyN whenever f1(x1) = f2(x2) = y.

Note that they are transversal at any y which is not in f1(M1) or not in f2(M2).
The mappings f1 and f2 are simply said to be transversal, if they are transversal
at every y ∈ N .

If P is an initial submanifold of N with injective immersion i : P → N , then
f : M → N is said to be transversal to P , if i and f are transversal.

Lemma. In this case f−1(P ) is an initial submanifold of M with the same
codimension in M as P has in N , or the empty set. If P is a submanifold, then
also f−1(P ) is a submanifold.

Proof. Let x ∈ f−1(P ) and let (U, u) be an initial submanifold chart for P
centered at f(x) on N , i.e. u(Cx(U ∩P )) = u(U)∩ (Rp× 0). Then the mapping

M ⊇ f−1(U)
f−→ U

u−→ u(U) ⊆ Rp × Rn−p pr2−−→ R
n−p

is a submersion at x since f is transversal to P . So by lemma 2.2 there is a chart
(V, v) on M centered at x such that we have

(pr2 ◦ u ◦ f ◦ v−1)(y1, . . . , yn−p, . . . , ym) = (y1, . . . , yn−p).

But then z ∈ Cx(f−1(P ) ∩ V ) if and only if v(z) ∈ v(V ) ∩ (0 × Rm−n+p), so
v(Cx(f−1(P ) ∩ V )) = v(V ) ∩ (0× Rm−n+p). �

2.19. Corollary. If f1 : M1 → N and f2 : M2 → N are smooth and transver-
sal, then the topological pullback

M1 ×
(f1,N,f2)

M2 = M1 ×N M2 := {(x1, x2) ∈M1 ×M2 : f1(x1) = f2(x2)}

is a submanifold of M1 ×M2, and it has the following universal property.
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2. Submersions and immersions 15

For any smooth mappings g1 : P →M1 and g2 : P →M2 with f1◦g1 = f2◦g2

there is a unique smooth mapping (g1, g2) : P →M1×NM2 with pr1 ◦ (g1, g2) =
g1 and pr2 ◦ (g1, g2) = g2.

P

g1

44446(g1, g2)

g2

u
M1 ×N M2

u
pr1

wpr2
M2

u
f2

w M1 w
f1

N

This is also called the pullback property in the categoryMf of smooth man-
ifolds and smooth mappings. So one may say, that transversal pullbacks exist
in the category Mf .

Proof. M1 ×N M2 = (f1 × f2)−1(∆), where f1 × f2 : M1 ×M2 → N × N and
where ∆ is the diagonal of N ×N , and f1 × f2 is transversal to ∆ if and only if
f1 and f2 are transversal. �

2.20. The category of fibered manifolds. Consider a fibered manifold
(M,p,N) from 2.4 and a point x ∈ N . Since p is a surjective submersion, the
injection ix : x→ N of x into N and p : M → N are transversal. By 2.19, p−1(x)
is a submanifold of M , which is called the fiber over x ∈ N .

Given another fibered manifold (M̄, p̄, N̄), a morphism (M,p,N)→ (M̄, p̄, N̄)
means a smooth map f : M → N transforming each fiber of M into a fiber of
M̄ . The relation f(Mx) ⊂ M̄x̄ defines a map f : N → N̄ , which is characterized
by the property p̄ ◦ f = f ◦ p. Since p̄ ◦ f is a smooth map, f is also smooth by
2.4. Clearly, all fibered manifolds and their morphisms form a category, which
will be denoted by FM. Transforming every fibered manifold (M,p,N) into its
base N and every fibered manifold morphism f : (M,p,N)→ (M̄, p̄, N̄) into the
induced map f : N → N̄ defines the base functor B : FM→Mf .

If (M,p,N) and (M̄, p̄, N) are two fibered manifolds over the same base N ,
then the pullback M ×(p,N,p̄) M̄ = M ×N M̄ is called the fibered product of M
and M̄ . If p, p̄ and N are clear from the context, then M ×N M̄ is also denoted
by M ⊕ M̄ . Moreover, if f1 : (M1, p1, N) → (M̄1, p̄1, N̄) and f2 : (M2, p2, N) →
(M̄2, p̄2, N̄) are two FM-morphisms over the same base map f0 : N → N̄ , then
the values of the restriction f1 × f2|M1 ×N M2 lie in M̄1 ×N̄ M̄2. The restricted
map will be denoted by f1×f0f2 : M1×NM2 → M̄1×N̄ M̄2 or f1⊕f2 : M1⊕M2 →
M̄1 ⊕ M̄2 and will be called the fibered product of f1 and f2.
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16 Chapter I. Manifolds and Lie groups

3. Vector fields and flows

3.1. Definition. A vector field X on a manifold M is a smooth section of
the tangent bundle; so X : M → TM is smooth and πM ◦ X = IdM . A local
vector field is a smooth section, which is defined on an open subset only. We
denote the set of all vector fields by X(M). With point wise addition and scalar
multiplication X(M) becomes a vector space.

Example. Let (U, u) be a chart on M . Then the ∂
∂ui : U → TM |U , x 7→ ∂

∂ui |x,
described in 1.6, are local vector fields defined on U .

Lemma. If X is a vector field on M and (U, u) is a chart on M and x ∈ U , then
we have X(x) =

∑m
i=1X(x)(ui) ∂

∂ui |x. We write X|U =
∑m
i=1X(ui) ∂

∂ui . �

3.2. The vector fields ( ∂
∂ui )

m
i=1 on U , where (U, u) is a chart on M , form a

holonomic frame field. By a frame field on some open set V ⊂ M we mean
m = dimM vector fields si ∈ X(V ) such that s1(x), . . . , sm(x) is a linear basis
of TxM for each x ∈ V . In general, a frame field on V is said to be holonomic, if
V can be covered by an atlas (Uα, uα)α∈A such that si|Uα = ∂

∂uiα
for all α ∈ A.

In the opposite case, the frame field is called anholonomic.
With the help of partitions of unity and holonomic frame fields one may

construct ‘many’ vector fields on M . In particular the values of a vector field
can be arbitrarily preassigned on a discrete set {xi} ⊂M .

3.3. Lemma. The space X(M) of vector fields on M coincides canonically with
the space of all derivations of the algebra C∞(M,R) of smooth functions, i.e.
those R-linear operators D : C∞(M,R) → C∞(M,R) with D(fg) = D(f)g +
fD(g).

Proof. Clearly each vector field X ∈ X(M) defines a derivation (again called
X, later sometimes called LX) of the algebra C∞(M,R) by the prescription
X(f)(x) := X(x)(f) = df(X(x)).

If conversely a derivation D of C∞(M,R) is given, for any x ∈M we consider
Dx : C∞(M,R) → R, Dx(f) = D(f)(x). Then Dx is a derivation at x of
C∞(M,R) in the sense of 1.5, so Dx = Xx for some Xx ∈ TxM . In this
way we get a section X : M → TM . If (U, u) is a chart on M , we have
Dx =

∑m
i=1X(x)(ui) ∂

∂ui |x by 1.6. Choose V open in M , V ⊂ V ⊂ U , and
ϕ ∈ C∞(M,R) such that supp(ϕ) ⊂ U and ϕ|V = 1. Then ϕ · ui ∈ C∞(M,R)
and (ϕui)|V = ui|V . So D(ϕui)(x) = X(x)(ϕui) = X(x)(ui) and X|V =∑m
i=1D(ϕui)|V · ∂

∂ui |V is smooth. �

3.4. The Lie bracket. By lemma 3.3 we can identify X(M) with the vector
space of all derivations of the algebra C∞(M,R), which we will do without any
notational change in the following.

If X, Y are two vector fields on M , then the mapping f 7→ X(Y (f))−Y (X(f))
is again a derivation of C∞(M,R), as a simple computation shows. Thus there is
a unique vector field [X,Y ] ∈ X(M) such that [X,Y ](f) = X(Y (f))− Y (X(f))
holds for all f ∈ C∞(M,R).
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3. Vector fields and flows 17

In a local chart (U, u) on M one immediately verifies that for X|U =
∑
Xi ∂

∂ui

and Y |U =
∑
Y i ∂

∂ui we have[∑
i

Xi ∂
∂ui ,

∑
j

Y j ∂
∂uj

]
=
∑
i,j

(
Xi( ∂

∂uiY
j)− Y i( ∂

∂uiX
j)
)

∂
∂uj ,

since second partial derivatives commute. The R-bilinear mapping

[ , ] : X(M)× X(M)→ X(M)

is called the Lie bracket. Note also that X(M) is a module over the algebra
C∞(M,R) by point wise multiplication (f,X) 7→ fX.

Theorem. The Lie bracket [ , ] : X(M)× X(M)→ X(M) has the following
properties:

[X,Y ] = −[Y,X],

[X, [Y,Z]] = [[X,Y ], Z] + [Y, [X,Z]], the Jacobi identity,

[fX, Y ] = f [X,Y ]− (Y f)X,

[X, fY ] = f [X,Y ] + (Xf)Y.

The form of the Jacobi identity we have chosen says that ad(X) = [X, ] is
a derivation for the Lie algebra (X(M), [ , ]).

The pair (X(M), [ , ]) is the prototype of a Lie algebra. The concept of a
Lie algebra is one of the most important notions of modern mathematics.

Proof. All these properties can be checked easily for the commutator [X,Y ] =
X ◦ Y − Y ◦X in the space of derivations of the algebra C∞(M,R). �

3.5. Integral curves. Let c : J → M be a smooth curve in a manifold M
defined on an interval J . We will use the following notations: c′(t) = ċ(t) =
d
dtc(t) := Ttc.1. Clearly c′ : J → TM is smooth. We call c′ a vector field along
c since we have πM ◦ c′ = c.

A smooth curve c : J → M will be called an integral curve or flow line of a
vector field X ∈ X(M) if c′(t) = X(c(t)) holds for all t ∈ J .

3.6. Lemma. Let X be a vector field on M . Then for any x ∈ M there is
an open interval Jx containing 0 and an integral curve cx : Jx → M for X (i.e.
c′x = X ◦ cx) with cx(0) = x. If Jx is maximal, then cx is unique.

Proof. In a chart (U, u) on M with x ∈ U the equation c′(t) = X(c(t)) is an
ordinary differential equation with initial condition c(0) = x. Since X is smooth
there is a unique local solution by the theorem of Picard-Lindelöf, which even
depends smoothly on the initial values, [Dieudonné I, 69, 10.7.4]. So on M there
are always local integral curves. If Jx = (a, b) and limt→b− cx(t) =: cx(b) exists
in M , there is a unique local solution c1 defined in an open interval containing
b with c1(b) = cx(b). By uniqueness of the solution on the intersection of the
two intervals, c1 prolongs cx to a larger interval. This may be repeated (also on
the left hand side of Jx) as long as the limit exists. So if we suppose Jx to be
maximal, Jx either equals R or the integral curve leaves the manifold in finite
(parameter-) time in the past or future or both. �
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18 Chapter I. Manifolds and Lie groups

3.7. The flow of a vector field. Let X ∈ X(M) be a vector field. Let us
write FlXt (x) = FlX(t, x) := cx(t), where cx : Jx → M is the maximally defined
integral curve of X with cx(0) = x, constructed in lemma 3.6. The mapping FlX

is called the flow of the vector field X.

Theorem. For each vector field X on M , the mapping FlX : D(X) → M is
smooth, where D(X) =

⋃
x∈M Jx × {x} is an open neighborhood of 0 ×M in

R×M . We have
FlX(t+ s, x) = FlX(t,FlX(s, x))

in the following sense. If the right hand side exists, then the left hand side exists
and we have equality. If both t, s ≥ 0 or both are ≤ 0, and if the left hand side
exists, then also the right hand side exists and we have equality.

Proof. As mentioned in the proof of 3.6, FlX(t, x) is smooth in (t, x) for small
t, and if it is defined for (t, x), then it is also defined for (s, y) nearby. These are
local properties which follow from the theory of ordinary differential equations.

Now let us treat the equation FlX(t + s, x) = FlX(t,FlX(s, x)). If the right
hand side exists, then we consider the equation{

d
dt FlX(t+ s, x) = d

du FlX(u, x)|u=t+s = X(FlX(t+ s, x)),

FlX(t+ s, x)|t=0 = FlX(s, x).

But the unique solution of this is FlX(t,FlX(s, x)). So the left hand side exists
and equals the right hand side.

If the left hand side exists, let us suppose that t, s ≥ 0. We put

cx(u) =

{
FlX(u, x) if u ≤ s

FlX(u− s,FlX(s, x)) if u ≥ s.

d
ducx(u) =

{
d
du FlX(u, x) = X(FlX(u, x)) for u ≤ s
d
du FlX(u− s,FlX(s, x)) = X(FlX(u− s,FlX(s, x)))

}
=

= X(cx(u)) for 0 ≤ u ≤ t+ s.

Also cx(0) = x and on the overlap both definitions coincide by the first part of
the proof, thus we conclude that cx(u) = FlX(u, x) for 0 ≤ u ≤ t + s and we
have FlX(t,FlX(s, x)) = cx(t+ s) = FlX(t+ s, x).

Now we show that D(X) is open and FlX is smooth on D(X). We know
already that D(X) is a neighborhood of 0×M in R×M and that FlX is smooth
near 0×M .

For x ∈M let J ′x be the set of all t ∈ R such that FlX is defined and smooth
on an open neighborhood of [0, t] × {x} (respectively on [t, 0] × {x} for t < 0)
in R×M . We claim that J ′x = Jx, which finishes the proof. It suffices to show
that J ′x is not empty, open and closed in Jx. It is open by construction, and
not empty, since 0 ∈ J ′x. If J ′x is not closed in Jx, let t0 ∈ Jx ∩ (J ′x \ J ′x) and
suppose that t0 > 0, say. By the local existence and smoothness FlX exists and is
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3. Vector fields and flows 19

smooth near [−ε, ε]×{y := FlX(t0, x)} for some ε > 0, and by construction FlX

exists and is smooth near [0, t0 − ε]×{x}. Since FlX(−ε, y) = FlX(t0 − ε, x) we
conclude for t near [0, t0− ε], x′ near x, and t′ near [−ε, ε], that FlX(t+ t′, x′) =
FlX(t′,FlX(t, x′)) exists and is smooth. So t0 ∈ J ′x, a contradiction. �

3.8. Let X ∈ X(M) be a vector field. Its flow FlX is called global or complete,
if its domain of definition D(X) equals R ×M . Then the vector field X itself
will be called a complete vector field. In this case FlXt is also sometimes called
exp tX; it is a diffeomorphism of M .

The support supp(X) of a vector field X is the closure of the set {x ∈ M :
X(x) 6= 0}.

Lemma. Every vector field with compact support on M is complete.

Proof. Let K = supp(X) be compact. Then the compact set 0×K has positive
distance to the disjoint closed set (R×M)\D(X) (if it is not empty), so [−ε, ε]×
K ⊂ D(X) for some ε > 0. If x /∈ K then X(x) = 0, so FlX(t, x) = x for all t
and R × {x} ⊂ D(X). So we have [−ε, ε] ×M ⊂ D(X). Since FlX(t + ε, x) =
FlX(t,FlX(ε, x)) exists for |t| ≤ ε by theorem 3.7, we have [−2ε, 2ε]×M ⊂ D(X)
and by repeating this argument we get R×M = D(X). �

So on a compact manifold M each vector field is complete. If M is not
compact and of dimension ≥ 2, then in general the set of complete vector fields
on M is neither a vector space nor is it closed under the Lie bracket, as the
following example on R2 shows: X = y ∂

∂x and Y = x2

2
∂
∂y are complete, but

neither X + Y nor [X,Y ] is complete.

3.9. f-related vector fields. If f : M →M is a diffeomorphism, then for any
vector field X ∈ X(M) the mapping Tf−1 ◦ X ◦ f is also a vector field, which
we will denote f∗X. Analogously we put f∗X := Tf ◦X ◦ f−1 = (f−1)∗X.

But if f : M → N is a smooth mapping and Y ∈ X(N) is a vector field there
may or may not exist a vector field X ∈ X(M) such that the following diagram
commutes:

(1)

TM w
Tf

TN

M w
f

u

X

N .

u

Y

Definition. Let f : M → N be a smooth mapping. Two vector fields X ∈
X(M) and Y ∈ X(N) are called f-related, if Tf ◦X = Y ◦f holds, i.e. if diagram
(1) commutes.

Example. If X ∈ X(M) and Y ∈ X(N) and X × Y ∈ X(M × N) is given by
(X × Y )(x, y) = (X(x), Y (y)), then we have:

(2) X × Y and X are pr1-related.
(3) X × Y and Y are pr2-related.
(4) X and X × Y are ins(y)-related if and only if Y (y) = 0, where

ins(y)(x) = (x, y), ins(y) : M →M ×N .
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20 Chapter I. Manifolds and Lie groups

3.10. Lemma. Consider vector fields Xi ∈ X(M) and Yi ∈ X(N) for i = 1, 2,
and a smooth mapping f : M → N . If Xi and Yi are f -related for i = 1, 2, then
also λ1X1 + λ2X2 and λ1Y1 + λ2Y2 are f -related, and also [X1, X2] and [Y1, Y2]
are f -related.

Proof. The first assertion is immediate. To show the second let h ∈ C∞(N,R).
Then by assumption we have Tf ◦Xi = Yi ◦ f , thus:

(Xi(h ◦ f))(x) = Xi(x)(h ◦ f) = (Txf.Xi(x))(h) =

= (Tf ◦Xi)(x)(h) = (Yi ◦ f)(x)(h) = Yi(f(x))(h) = (Yi(h))(f(x)),

so Xi(h ◦ f) = (Yi(h)) ◦ f , and we may continue:

[X1, X2](h ◦ f) = X1(X2(h ◦ f))−X2(X1(h ◦ f)) =

= X1(Y2(h) ◦ f)−X2(Y1(h) ◦ f) =

= Y1(Y2(h)) ◦ f − Y2(Y1(h)) ◦ f = [Y1, Y2](h) ◦ f.

But this means Tf ◦ [X1, X2] = [Y1, Y2] ◦ f . �

3.11. Corollary. If f : M → N is a local diffeomorphism (so (Txf)−1 makes
sense for each x ∈M), then for Y ∈ X(N) a vector field f∗Y ∈ X(M) is defined
by (f∗Y )(x) = (Txf)−1.Y (f(x)). The linear mapping f∗ : X(N) → X(M) is
then a Lie algebra homomorphism, i.e. f∗[Y1, Y2] = [f∗Y1, f

∗Y2].

3.12. The Lie derivative of functions. For a vector field X ∈ X(M) and
f ∈ C∞(M,R) we define LXf ∈ C∞(M,R) by

LXf(x) := d
dt |0f(FlX(t, x)) or

LXf := d
dt |0(FlXt )∗f = d

dt |0(f ◦ FlXt ).

Since FlX(t, x) is defined for small t, for any x ∈M , the expressions above make
sense.

Lemma. d
dt (FlXt )∗f = (FlXt )∗X(f), in particular for t = 0 we have LXf =

X(f) = df(X). �

3.13. The Lie derivative for vector fields. For X,Y ∈ X(M) we define
LXY ∈ X(M) by

LXY := d
dt |0(FlXt )∗Y = d

dt |0(T (FlX−t) ◦ Y ◦ FlXt ),

and call it the Lie derivative of Y along X.

Lemma. LXY = [X,Y ] and d
dt (FlXt )∗Y = (FlXt )∗LXY = (FlXt )∗[X,Y ].

Proof. Let f ∈ C∞(M,R) be a function and consider the mapping α(t, s) :=
Y (FlX(t, x))(f ◦ FlXs ), which is locally defined near 0. It satisfies

α(t, 0) = Y (FlX(t, x))(f),

α(0, s) = Y (x)(f ◦ FlXs ),
∂
∂tα(0, 0) = ∂

∂t

∣∣
0
Y (FlX(t, x))(f) = ∂

∂t

∣∣
0

(Y f)(FlX(t, x)) = X(x)(Y f),
∂
∂sα(0, 0) = ∂

∂s |0Y (x)(f ◦ FlXs ) = Y (x) ∂∂s |0(f ◦ FlXs ) = Y (x)(Xf).
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3. Vector fields and flows 21

But on the other hand we have

∂
∂u |0α(u,−u) = ∂

∂u |0Y (FlX(u, x))(f ◦ FlX−u) =

= ∂
∂u |0

(
T (FlX−u) ◦ Y ◦ FlXu

)
x

(f) = (LXY )x(f),

so the first assertion follows. For the second claim we compute as follows:

∂
∂t (FlXt )∗Y = ∂

∂s |0
(
T (FlX−t) ◦ T (FlX−s) ◦ Y ◦ FlXs ◦FlXt

)
= T (FlX−t) ◦ ∂

∂s |0
(
T (FlX−s) ◦ Y ◦ FlXs

)
◦ FlXt

= T (FlX−t) ◦ [X,Y ] ◦ FlXt = (FlXt )∗[X,Y ]. �

3.14. Lemma. Let X ∈ X(M) and Y ∈ X(N) be f -related vector fields for

a smooth mapping f : M → N . Then we have f ◦ FlXt = FlYt ◦f , whenever

both sides are defined. In particular, if f is a diffeomorphism we have Flf
∗Y
t =

f−1 ◦ FlYt ◦f .

Proof. We have d
dt (f ◦ FlXt ) = Tf ◦ d

dt FlXt = Tf ◦ X ◦ FlXt = Y ◦ f ◦ FlXt
and f(FlX(0, x)) = f(x). So t 7→ f(FlX(t, x)) is an integral curve of the vector
field Y on N with initial value f(x), so we have f(FlX(t, x)) = FlY (t, f(x)) or
f ◦ FlXt = FlYt ◦f . �

3.15. Corollary. Let X,Y ∈ X(M). Then the following assertions are equiva-
lent

(1) LXY = [X,Y ] = 0.

(2) (FlXt )∗Y = Y , wherever defined.

(3) FlXt ◦FlYs = FlYs ◦FlXt , wherever defined.

Proof. (1) ⇔ (2) is immediate from lemma 3.13. To see (2) ⇔ (3) we note
that FlXt ◦FlYs = FlYs ◦FlXt if and only if FlYs = FlX−t ◦FlYs ◦FlXt = Fl(FlXt )∗Y

s by
lemma 3.14; and this in turn is equivalent to Y = (FlXt )∗Y . �

3.16. Theorem. Let M be a manifold, let ϕi : R×M ⊃ Uϕi →M be smooth
mappings for i = 1, . . . , k where each Uϕi is an open neighborhood of {0} ×M
in R×M , such that each ϕit is a diffeomorphism on its domain, ϕi0 = IdM , and
∂
∂t

∣∣
0
ϕit = Xi ∈ X(M). We put [ϕi, ϕj ]t = [ϕit, ϕ

j
t ] := (ϕjt )−1 ◦ (ϕit)

−1 ◦ ϕjt ◦ ϕit.
Then for each formal bracket expression P of lenght k we have

0 = ∂`

∂t`
|0P (ϕ1

t , . . . , ϕ
k
t ) for 1 ≤ ` < k,

P (X1, . . . , Xk) = 1
k!

∂k

∂tk
|0P (ϕ1

t , . . . , ϕ
k
t ) ∈ X(M)

in the sense explained in step 2 of the proof. In particular we have for vector
fields X,Y ∈ X(M)

0 = ∂
∂t

∣∣
0

(FlY−t ◦FlX−t ◦FlYt ◦FlXt ),

[X,Y ] = 1
2
∂2

∂t2 |0(FlY−t ◦FlX−t ◦FlYt ◦FlXt ).
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Proof. Step 1. Let c : R → M be a smooth curve. If c(0) = x ∈ M , c′(0) =
0, . . . , c(k−1)(0) = 0, then c(k)(0) is a well defined tangent vector in TxM which
is given by the derivation f 7→ (f ◦ c)(k)(0) at x.

For we have

((f.g) ◦ c)(k)(0) = ((f ◦ c).(g ◦ c))(k)(0) =
k∑
j=0

(
k
j

)
(f ◦ c)(j)(0)(g ◦ c)(k−j)(0)

= (f ◦ c)(k)(0)g(x) + f(x)(g ◦ c)(k)(0),

since all other summands vanish: (f ◦ c)(j)(0) = 0 for 1 ≤ j < k.

Step 2. Let ϕ : R ×M ⊃ Uϕ → M be a smooth mapping where Uϕ is an open
neighborhood of {0} ×M in R ×M , such that each ϕt is a diffeomorphism on
its domain and ϕ0 = IdM . We say that ϕt is a curve of local diffeomorphisms
though IdM .

From step 1 we see that if ∂j

∂tj |0ϕt = 0 for all 1 ≤ j < k, then X := 1
k!

∂k

∂tk
|0ϕt

is a well defined vector field on M . We say that X is the first non-vanishing
derivative at 0 of the curve ϕt of local diffeomorphisms. We may paraphrase this
as (∂kt |0ϕ∗t )f = k!LXf .

Claim 3. Let ϕt, ψt be curves of local diffeomorphisms through IdM and let
f ∈ C∞(M,R). Then we have

∂kt |0(ϕt ◦ ψt)∗f = ∂kt |0(ψ∗t ◦ ϕ∗t )f =
k∑
j=0

(
k
j

)
(∂jt |0ψ∗t )(∂k−jt |0ϕ∗t )f.

Also the multinomial version of this formula holds:

∂kt |0(ϕ1
t ◦ . . . ◦ ϕ`t)∗f =

∑
j1+···+j`=k

k!
j1! . . . j`!

(∂j1t |0(ϕ`t)
∗) . . . (∂j1t |0(ϕ1

t )
∗)f.

We only show the binomial version. For a function h(t, s) of two variables we
have

∂kt h(t, t) =
k∑
j=0

(
k
j

)
∂jt ∂

k−j
s h(t, s)|s=t,

since for h(t, s) = f(t)g(s) this is just a consequence of the Leibnitz rule, and
linear combinations of such decomposable tensors are dense in the space of all
functions of two variables in the compact C∞-topology, so that by continuity
the formula holds for all functions. In the following form it implies the claim:

∂kt |0f(ϕ(t, ψ(t, x))) =
k∑
j=0

(
k
j

)
∂jt ∂

k−j
s f(ϕ(t, ψ(s, x)))|t=s=0.

Claim 4. Let ϕt be a curve of local diffeomorphisms through IdM with first
non-vanishing derivative k!X = ∂kt |0ϕt. Then the inverse curve of local diffeo-
morphisms ϕ−1

t has first non-vanishing derivative −k!X = ∂kt |0ϕ−1
t .
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For we have ϕ−1
t ◦ ϕt = Id, so by claim 3 we get for 1 ≤ j ≤ k

0 = ∂jt |0(ϕ−1
t ◦ ϕt)∗f =

j∑
i=0

(
j
i

)
(∂it |0ϕ∗t )(∂

j−i
t (ϕ−1

t )∗)f =

= ∂jt |0ϕ∗t (ϕ−1
0 )∗f + ϕ∗0∂

j
t |0(ϕ−1

t )∗f,

i.e. ∂jt |0ϕ∗t f = −∂jt |0(ϕ−1
t )∗f as required.

Claim 5. Let ϕt be a curve of local diffeomorphisms through IdM with first
non-vanishing derivative m!X = ∂mt |0ϕt, and let ψt be a curve of local diffeo-
morphisms through IdM with first non-vanishing derivative n!Y = ∂nt |0ψt.

Then the curve of local diffeomorphisms [ϕt, ψt] = ψ−1
t ◦ϕ−1

t ◦ψt ◦ϕt has first
non-vanishing derivative

(m+ n)![X,Y ] = ∂m+n
t |0[ϕt, ψt].

From this claim the theorem follows.
By the multinomial version of claim 3 we have

ANf : = ∂Nt |0(ψ−1
t ◦ ϕ−1

t ◦ ψt ◦ ϕt)∗f

=
∑

i+j+k+`=N

N !
i!j!k!`!

(∂it |0ϕ∗t )(∂
j
t |0ψ∗t )(∂kt |0(ϕ−1

t )∗)(∂`t |0(ψ−1
t )∗)f.

Let us suppose that 1 ≤ n ≤ m, the case m ≤ n is similar. If N < n all
summands are 0. If N = n we have by claim 4

ANf = (∂nt |0ϕ∗t )f + (∂nt |0ψ∗t )f + (∂nt |0(ϕ−1
t )∗)f + (∂nt |0(ψ−1

t )∗)f = 0.

If n < N ≤ m we have, using again claim 4:

ANf =
∑

j+`=N

N !
j!`!

(∂jt |0ψ∗t )(∂`t |0(ψ−1
t )∗)f + δmN

(
(∂mt |0ϕ∗t )f + (∂mt |0(ϕ−1

t )∗)f
)

= (∂Nt |0(ψ−1
t ◦ ψt)∗)f + 0 = 0.

Now we come to the difficult case m,n < N ≤ m+ n.

ANf = ∂Nt |0(ψ−1
t ◦ ϕ−1

t ◦ ψt)∗f +
(
N
m

)
(∂mt |0ϕ∗t )(∂N−mt |0(ψ−1

t ◦ ϕ−1
t ◦ ψt)∗)f

+ (∂Nt |0ϕ∗t )f,(1)

by claim 3, since all other terms vanish, see (3) below. By claim 3 again we get:

∂Nt |0(ψ−1
t ◦ ϕ−1

t ◦ ψt)∗f =
∑

j+k+`=N

N !
j!k!`!

(∂jt |0ψ∗t )(∂kt |0(ϕ−1
t )∗)(∂`t |0(ψ−1

t )∗)f

=
∑

j+`=N

(
N
j

)
(∂jt |0ψ∗t )(∂`t |0(ψ−1

t )∗)f +
(
N
m

)
(∂N−mt |0ψ∗t )(∂mt |0(ϕ−1

t )∗)f(2)

+
(
N
m

)
(∂mt |0(ϕ−1

t )∗)(∂N−mt |0(ψ−1
t )∗)f + ∂Nt |0(ϕ−1

t )∗f

= 0 +
(
N
m

)
(∂N−mt |0ψ∗t )m!L−Xf +

(
N
m

)
m!L−X(∂N−mt |0(ψ−1

t )∗)f

+ ∂Nt |0(ϕ−1
t )∗f

= δNm+n(m+ n)!(LXLY − LY LX)f + ∂Nt |0(ϕ−1
t )∗f

= δNm+n(m+ n)!L[X,Y ]f + ∂Nt |0(ϕ−1
t )∗f
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From the second expression in (2) one can also read off that

(3) ∂N−mt |0(ψ−1
t ◦ ϕ−1

t ◦ ψt)∗f = ∂N−mt |0(ϕ−1
t )∗f.

If we put (2) and (3) into (1) we get, using claims 3 and 4 again, the final result
which proves claim 5 and the theorem:

ANf = δNm+n(m+ n)!L[X,Y ]f + ∂Nt |0(ϕ−1
t )∗f

+
(
N
m

)
(∂mt |0ϕ∗t )(∂N−mt |0(ϕ−1

t )∗)f + (∂Nt |0ϕ∗t )f
= δNm+n(m+ n)!L[X,Y ]f + ∂Nt |0(ϕ−1

t ◦ ϕt)∗f
= δNm+n(m+ n)!L[X,Y ]f + 0. �

3.17. Theorem. Let X1, . . . , Xm be vector fields on M defined in a neighbor-
hood of a point x ∈ M such that X1(x), . . . , Xm(x) are a basis for TxM and
[Xi, Xj ] = 0 for all i, j.

Then there is a chart (U, u) of M centered at x such that Xi|U = ∂
∂ui .

Proof. For small t = (t1, . . . , tm) ∈ Rm we put

f(t1, . . . , tm) = (FlX1
t1 ◦ · · · ◦ FlXmtm )(x).

By 3.15 we may interchange the order of the flows arbitrarily. Therefore

∂
∂ti f(t1, . . . , tm) = ∂

∂ti (FlXiti ◦FlX1
t1 ◦ · · · )(x) = Xi((Flx1

t1 ◦ · · · )(x)).

So T0f is invertible, f is a local diffeomorphism, and its inverse gives a chart
with the desired properties. �

3.18. Distributions. Let M be a manifold. Suppose that for each x ∈ M
we are given a sub vector space Ex of TxM . The disjoint union E =

⊔
x∈M Ex

is called a distribution on M . We do not suppose, that the dimension of Ex is
locally constant in x.

Let Xloc(M) denote the set of all locally defined smooth vector fields on M ,
i.e. Xloc(M) =

⋃
X(U), where U runs through all open sets in M . Furthermore

let XE denote the set of all local vector fields X ∈ Xloc(M) with X(x) ∈ Ex
whenever defined. We say that a subset V ⊂ XE spans E, if for each x ∈M the
vector space Ex is the linear span of the set {X(x) : X ∈ V}. We say that E is a
smooth distribution if XE spans E. Note that every subset W ⊂ Xloc(M) spans
a distribution denoted by E(W), which is obviously smooth (the linear span of
the empty set is the vector space 0). From now on we will consider only smooth
distributions.

An integral manifold of a smooth distribution E is a connected immersed
submanifold (N, i) (see 2.8) such that Txi(TxN) = Ei(x) for all x ∈ N . We
will see in theorem 3.22 below that any integral manifold is in fact an initial
submanifold of M (see 2.14), so that we need not specify the injective immersion
i. An integral manifold of E is called maximal if it is not contained in any strictly
larger integral manifold of E.
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3.19. Lemma. Let E be a smooth distribution on M . Then we have:
1. If (N, i) is an integral manifold of E and X ∈ XE , then i∗X makes sense

and is an element of Xloc(N), which is i|i−1(UX)-related to X, where UX ⊂ M
is the open domain of X.

2. If (Nj , ij) are integral manifolds of E for j = 1, 2, then i−1
1 (i1(N1) ∩

i2(N2)) and i−1
2 (i1(N1) ∩ i2(N2)) are open subsets in N1 and N2, respectively;

furthermore i−1
2 ◦ i1 is a diffeomorphism between them.

3. If x ∈M is contained in some integral submanifold of E, then it is contained
in a unique maximal one.

Proof. 1. Let UX be the open domain of X ∈ XE . If i(x) ∈ UX for x ∈ N ,
we have X(i(x)) ∈ Ei(x) = Txi(TxN), so i∗X(x) := ((Txi)−1 ◦X ◦ i)(x) makes
sense. It is clearly defined on an open subset of N and is smooth in x.

2. Let X ∈ XE . Then i∗jX ∈ Xloc(Nj) and is ij-related to X. So by lemma
3.14 for j = 1, 2 we have

ij ◦ Fl
i∗jX

t = FlXt ◦ ij .

Now choose xj ∈ Nj such that i1(x1) = i2(x2) = x0 ∈ M and choose vector
fields X1, . . . , Xn ∈ XE such that (X1(x0), . . . , Xn(x0)) is a basis of Ex0 . Then

fj(t1, . . . , tn) := (Fl
i∗jX1

t1 ◦ · · · ◦ Fl
i∗jXn
tn )(xj)

is a smooth mapping defined near zero Rn → Nj . Since obviously ∂
∂tk
|0fj =

i∗jXk(xj) for j = 1, 2, we see that fj is a diffeomorphism near 0. Finally we have

(i−1
2 ◦ i1 ◦ f1)(t1, . . . , tn) = (i−1

2 ◦ i1 ◦ Fli
∗
1X1

t1 ◦ · · · ◦ Fli
∗
1Xn
tn )(x1)

= (i−1
2 ◦ FlX1

t1 ◦ · · · ◦ FlXntn ◦i1)(x1)

= (Fli
∗
2X1

t1 ◦ · · · ◦ Fli
∗
2Xn
tn ◦i−1

2 ◦ i1)(x1)

= f2(t1, . . . , tn).

So i−1
2 ◦ i1 is a diffeomorphism, as required.

3. Let N be the union of all integral manifolds containing x. Choose the union
of all the atlases of these integral manifolds as atlas for N , which is a smooth
atlas for N by 2. Note that a connected immersed submanifold of a separable
manifold is automatically separable (since it carries a Riemannian metric). �

3.20. Integrable distributions and foliations.
A smooth distribution E on a manifold M is called integrable, if each point

of M is contained in some integral manifold of E. By 3.19.3 each point is
then contained in a unique maximal integral manifold, so the maximal integral
manifolds form a partition of M . This partition is called the foliation of M
induced by the integrable distribution E, and each maximal integral manifold
is called a leaf of this foliation. If X ∈ XE then by 3.19.1 the integral curve
t 7→ FlX(t, x) of X through x ∈M stays in the leaf through x.

Note, however, that usually a foliation is supposed to have constant dimen-
sions of the leafs, so our notion here is sometimes called a singular foliation.
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Let us now consider an arbitrary subset V ⊂ Xloc(M). We say that V is
stable if for all X,Y ∈ V and for all t for which it is defined the local vector field
(FlXt )∗Y is again an element of V.

IfW ⊂ Xloc(M) is an arbitrary subset, we call S(W) the set of all local vector
fields of the form (FlX1

t1 ◦ · · · ◦ FlXktk )∗Y for Xi, Y ∈ W. By lemma 3.14 the flow
of this vector field is

Fl((FlX1
t1 ◦ · · · ◦ FlXktk )∗Y, t) = FlXk−tk ◦ · · · ◦ FlX1

−t1 ◦FlYt ◦FlX1
t1 ◦ · · · ◦ FlXktk ,

so S(W) is the minimal stable set of local vector fields which contains W.
Now let F be an arbitrary distribution. A local vector field X ∈ Xloc(M) is

called an infinitesimal automorphism of F , if Tx(FlXt )(Fx) ⊂ FFlX(t,x) whenever
defined. We denote by aut(F ) the set of all infinitesimal automorphisms of F .
By arguments given just above, aut(F ) is stable.

3.21. Lemma. Let E be a smooth distribution on a manifold M . Then the
following conditions are equivalent:

(1) E is integrable.
(2) XE is stable.
(3) There exists a subset W ⊂ Xloc(M) such that S(W) spans E.
(4) aut(E) ∩ XE spans E.

Proof. (1) =⇒ (2). Let X ∈ XE and let L be the leaf through x ∈ M , with
i : L→M the inclusion. Then FlX−t ◦i = i ◦ Fli

∗X
−t by lemma 3.14, so we have

Tx(FlX−t)(Ex) = T (FlX−t).Txi.TxL = T (FlX−t ◦i).TxL

= Ti.Tx(Fli
∗X
−t ).TxL

= Ti.TFli∗X(−t,x)L = EFlX(−t,x).

This implies that (FlXt )∗Y ∈ XE for any Y ∈ XE .
(2) =⇒ (4). In fact (2) says that XE ⊂ aut(E).
(4) =⇒ (3). We can choose W = aut(E) ∩ XE : for X,Y ∈ W we have

(FlXt )∗Y ∈ XE ; so W ⊂ S(W) ⊂ XE and E is spanned by W.
(3) =⇒ (1). We have to show that each point x ∈ M is contained in some

integral submanifold for the distribution E. Since S(W) spans E and is stable
we have

(5) T (FlXt ).Ex = EFlX(t,x)

for each X ∈ S(W). Let dimEx = n. There are X1, . . . , Xn ∈ S(W) such that
X1(x), . . . , Xn(x) is a basis of Ex, since E is smooth. As in the proof of 3.19.2
we consider the mapping

f(t1, . . . , tn) := (FlX1
t1 ◦ · · · ◦ FlXntn )(x),

defined and smooth near 0 in Rn. Since the rank of f at 0 is n, the image
under f of a small open neighborhood of 0 is a submanifold N of M . We claim
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that N is an integral manifold of E. The tangent space Tf(t1,... ,tn)N is linearly
generated by

∂
∂tk

(FlX1
t1 ◦ · · · ◦ FlXntn )(x) = T (FlX1

t1 ◦ · · · ◦ FlXk−1

tk−1 )Xk((FlXk
tk
◦ · · · ◦ FlXntn )(x))

= ((FlX1
−t1)∗ · · · (FlXk−1

−tk−1)∗Xk)(f(t1, . . . , tn)).

Since S(W) is stable, these vectors lie in Ef(t). From the form of f and from (5)
we see that dimEf(t) = dimEx, so these vectors even span Ef(t) and we have
Tf(t)N = Ef(t) as required. �

3.22. Theorem (local structure of foliations). Let E be an integrable
distribution of a manifold M . Then for each x ∈ M there exists a chart (U, u)
with u(U) = {y ∈ Rm : |yi| < ε for all i} for some ε > 0, and an at most
countable subset A ⊂ Rm−n, such that for the leaf L through x we have

u(U ∩ L) = {y ∈ u(U) : (yn+1, . . . , ym) ∈ A}.

Each leaf is an initial submanifold.
If furthermore the distribution E has locally constant rank, this property

holds for each leaf meeting U with the same n.

This chart (U, u) is called a distinguished chart for the distribution or the
foliation. A connected component of U ∩ L is called a plaque.

Proof. Let L be the leaf through x, dimL = n. Let X1, . . . , Xn ∈ XE be local
vector fields such that X1(x), . . . , Xn(x) is a basis of Ex. We choose a chart
(V, v) centered at x on M such that the vectors

X1(x), . . . , Xn(x), ∂
∂vn+1 |x, . . . , ∂

∂vm |x

form a basis of TxM . Then

f(t1, . . . , tm) = (FlX1
t1 ◦ · · · ◦ FlXntn )(v−1(0, . . . , 0, tn+1, . . . , tm))

is a diffeomorphism from a neighborhood of 0 in Rm onto a neighborhood of x
in M . Let (U, u) be the chart given by f−1, suitably restricted. We have

y ∈ L⇐⇒ (FlX1
t1 ◦ · · · ◦ FlXntn )(y) ∈ L

for all y and all t1, . . . , tn for which both expressions make sense. So we have

f(t1, . . . , tm) ∈ L⇐⇒ f(0, . . . , 0, tn+1, . . . , tm) ∈ L,

and consequently L ∩ U is the disjoint union of connected sets of the form
{y ∈ U : (un+1(y), . . . , um(y)) = constant}. Since L is a connected immersed
submanifold of M , it is second countable and only a countable set of constants
can appear in the description of u(L∩U) given above. From this description it is
clear that L is an initial submanifold (2.14) since u(Cx(L∩U)) = u(U)∩(Rn×0).

The argument given above is valid for any leaf of dimension n meeting U , so
also the assertion for an integrable distribution of constant rank follows. �
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3.23. Involutive distributions. A subset V ⊂ Xloc(M) is called involutive if
[X,Y ] ∈ V for all X,Y ∈ V. Here [X,Y ] is defined on the intersection of the
domains of X and Y .

A smooth distribution E on M is called involutive if there exists an involutive
subset V ⊂ Xloc(M) spanning E.

For an arbitrary subset W ⊂ Xloc(M) let L(W) be the set consisting of
all local vector fields on M which can be written as finite expressions using
Lie brackets and starting from elements of W. Clearly L(W) is the smallest
involutive subset of Xloc(M) which contains W.

3.24. Lemma. For each subset W ⊂ Xloc(M) we have

E(W) ⊂ E(L(W)) ⊂ E(S(W)).

In particular we have E(S(W)) = E(L(S(W))).

Proof. We will show that for X,Y ∈ W we have [X,Y ] ∈ XE(S(W)), for then by
induction we get L(W) ⊂ XE(S(W)) and E(L(W)) ⊂ E(S(W)).

Let x ∈ M ; since by 3.21 E(S(W)) is integrable, we can choose the leaf L
through x, with the inclusion i. Then i∗X is i-related to X, i∗Y is i-related to
Y , thus by 3.10 the local vector field [i∗X, i∗Y ] ∈ Xloc(L) is i-related to [X,Y ],
and [X,Y ](x) ∈ E(S(W))x, as required. �

3.25. Theorem. Let V ⊂ Xloc(M) be an involutive subset. Then the distribu-
tion E(V) spanned by V is integrable under each of the following conditions.

(1) M is real analytic and V consists of real analytic vector fields.
(2) The dimension of E(V) is constant along all flow lines of vector fields in
V.

Proof. (1) For X,Y ∈ V we have d
dt (FlXt )∗Y = (FlXt )∗LXY , consequently

dk

dtk
(FlXt )∗Y = (FlXt )∗(LX)kY , and since everything is real analytic we get for

x ∈M and small t

(FlXt )∗Y (x) =
∑
k≥0

tk

k!
dk

dtk
|0(FlXt )∗Y (x) =

∑
k≥0

tk

k!
(LX)kY (x).

Since V is involutive, all (LX)kY ∈ V. Therefore we get (FlXt )∗Y (x) ∈ E(V)x
for small t. By the flow property of FlX the set of all t satisfying (FlXt )∗Y (x) ∈
E(V)x is open and closed, so it follows that 3.21.2 is satisfied and thus E(V) is
integrable.

(2) We choose X1, . . . , Xn ∈ V such that X1(x), . . . , Xn(x) is a basis of
E(V)x. For X ∈ V, by hypothesis, E(V)FlX(t,x) has also dimension n and ad-
mits X1(FlX(t, x)), . . . , Xn(FlX(t, x)) as basis for small t. So there are smooth
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functions fij(t) such that

[X,Xi](FlX(t, x)) =
n∑
j=1

fij(t)Xj(FlX(t, x)).

d
dtT (FlX−t).Xi(FlX(t, x)) = T (FlX−t).[X,Xi](FlX(t, x)) =

=
n∑
j=1

fij(t)T (FlX−t).Xj(FlX(t, x)).

So the TxM -valued functions gi(t) = T (FlX−t).Xi(FlX(t, x)) satisfy the linear
ordinary differential equation d

dtgi(t) =
∑n
j=1 fij(t)gj(t) and have initial values

in the linear subspace E(V)x, so they have values in it for all small t. There-
fore T (FlX−t)E(V)FlX(t,x) ⊂ E(V)x for small t. Using compact time intervals
and the flow property one sees that condition 3.21.2 is satisfied and E(V) is
integrable. �

Example. The distribution spanned by W ⊂ Xloc(R2) is involutive, but not
integrable, where W consists of all global vector fields with support in R2 \ {0}
and the field ∂

∂x1 ; the leaf through 0 should have dimension 1 at 0 and dimension
2 elsewhere.

3.26. By a time dependent vector field on a manifold M we mean a smooth
mapping X : J ×M → TM with πM ◦ X = pr2, where J is an open interval.
An integral curve of X is a smooth curve c : I → M with ċ(t) = X(t, c(t)) for
all t ∈ I, where I is a subinterval of J .

There is an associated vector field X̄ ∈ X(J × M), given by X̄(t, x) =
(1t, X(t, x)) ∈ TtR× TxM .

By the evolution operator of X we mean the mapping ΦX : J × J ×M →M ,
defined in a maximal open neighborhood of the diagonal in M×M and satisfying
the differential equation{

d
dtΦ

X(t, s, x) = X(t,ΦX(t, s, x))

ΦX(s, s, x) = x.

It is easily seen that (t,ΦX(t, s, x)) = FlX̄(t−s, (s, x)), so the maximally defined
evolution operator exists and is unique, and it satisfies

ΦXt,s = ΦXt,r ◦ ΦXr,s

whenever one side makes sense (with the restrictions of 3.7), where ΦXt,s(x) =
Φ(t, s, x).
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4. Lie groups

4.1. Definition. A Lie group G is a smooth manifold and a group such that
the multiplication µ : G × G → G is smooth. We shall see in a moment, that
then also the inversion ν : G→ G turns out to be smooth.

We shall use the following notation:
µ : G×G→ G, multiplication, µ(x, y) = x.y.
λa : G→ G, left translation, λa(x) = a.x.
ρa : G→ G, right translation, ρa(x) = x.a.
ν : G→ G, inversion, ν(x) = x−1.
e ∈ G, the unit element.
Then we have λa ◦ λb = λa.b, ρa ◦ ρb = ρb.a, λ−1

a = λa−1 , ρ−1
a = ρa−1 , ρa ◦ λb =

λb ◦ ρa. If ϕ : G→ H is a smooth homomorphism between Lie groups, then we
also have ϕ ◦ λa = λϕ(a) ◦ ϕ, ϕ ◦ ρa = ρϕ(a) ◦ ϕ, thus also Tϕ.Tλa = Tλϕ(a).Tϕ,
etc. So Teϕ is injective (surjective) if and only if Taϕ is injective (surjective) for
all a ∈ G.

4.2. Lemma. T(a,b)µ : TaG× TbG→ TabG is given by

T(a,b)µ.(Xa, Yb) = Ta(ρb).Xa + Tb(λa).Yb.

Proof. Let ria : G → G × G, ria(x) = (a, x) be the right insertion and let
lib : G→ G×G, lib(x) = (x, b) be the left insertion. Then we have

T(a,b)µ.(Xa, Yb) = T(a,b)µ.(Ta(lib).Xa + Tb(ria).Yb) =

= Ta(µ ◦ lib).Xa + Tb(µ ◦ ria).Yb = Ta(ρb).Xa + Tb(λa).Yb. �

4.3. Corollary. The inversion ν : G→ G is smooth and

Taν = −Te(ρa−1).Ta(λa−1) = −Te(λa−1).Ta(ρa−1).

Proof. The equation µ(x, ν(x)) = e determines ν implicitly. Since we have
Te(µ(e, )) = Te(λe) = Id, the mapping ν is smooth in a neighborhood of e by
the implicit function theorem. From (ν ◦ λa)(x) = x−1.a−1 = (ρa−1 ◦ ν)(x) we
may conclude that ν is everywhere smooth. Now we differentiate the equation
µ(a, ν(a)) = e; this gives in turn

0e = T(a,a−1)µ.(Xa, Taν.Xa) = Ta(ρa−1).Xa + Ta−1(λa).Taν.Xa,

Taν.Xa = −Te(λa)−1.Ta(ρa−1).Xa = −Te(λa−1).Ta(ρa−1).Xa. �

4.4. Example. The general linear group GL(n,R) is the group of all invertible
real n × n-matrices. It is an open subset of L(Rn,Rn), given by det 6= 0 and a
Lie group.

Similarly GL(n,C), the group of invertible complex n × n-matrices, is a Lie
group; also GL(n,H), the group of all invertible quaternionic n× n-matrices, is
a Lie group, but the quaternionic determinant is a more subtle instrument here.
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4.5. Example. The orthogonal group O(n,R) is the group of all linear isome-
tries of (Rn, 〈 , 〉), where 〈 , 〉 is the standard positive definite inner prod-
uct on Rn. The special orthogonal group SO(n,R) := {A ∈ O(n,R) : detA = 1}
is open in O(n,R), since

O(n,R) = SO(n,R) t
(
−1 0
0 In−1

)
SO(n,R),

where Ik is short for the identity matrix IdRk . We claim that O(n,R) and
SO(n,R) are submanifolds of L(Rn,Rn). For that we consider the mapping
f : L(Rn,Rn) → L(Rn,Rn), given by f(A) = A.At. Then O(n,R) = f−1(In);
so O(n,R) is closed. Since it is also bounded, O(n,R) is compact. We have
df(A).X = X.At +A.Xt, so ker df(In) = {X : X +Xt = 0} is the space o(n,R)
of all skew symmetric n × n-matrices. Note that dim o(n,R) = 1

2 (n − 1)n. If
A is invertible, we get ker df(A) = {Y : Y.At + A.Y t = 0} = {Y : Y.At ∈
o(n,R)} = o(n,R).(A−1)t. The mapping f takes values in Lsym(Rn,Rn), the
space of all symmetric n× n-matrices, and dim ker df(A) + dimLsym(Rn,Rn) =
1
2 (n− 1)n+ 1

2n(n+ 1) = n2 = dimL(Rn,Rn), so f : GL(n,R)→ Lsym(Rn,Rn)
is a submersion. Since obviously f−1(In) ⊂ GL(n,R), we conclude from 1.10
that O(n,R) is a submanifold of GL(n,R). It is also a Lie group, since the group
operations are obviously smooth.

4.6. Example. The special linear group SL(n,R) is the group of all n × n-
matrices of determinant 1. The function det : L(Rn,Rn) → R is smooth and
d det(A)X = trace(C(A).X), where C(A)ij , the cofactor ofAji , is the determinant
of the matrix, which results from putting 1 instead of Aji into A and 0 in the rest
of the j-th row and the i-th column of A. We recall Cramer’s rule C(A).A =
A.C(A) = det(A).In. So if C(A) 6= 0 (i.e. rank(A) ≥ n − 1) then the linear
functional df(A) is non zero. So det : GL(n,R) → R is a submersion and
SL(n,R) = (det)−1(1) is a manifold and a Lie group of dimension n2 − 1. Note
finally that TInSL(n,R) = ker d det(In) = {X : trace(X) = 0}. This space of
traceless matrices is usually called sl(n,R).

4.7. Example. The symplectic group Sp(n,R) is the group of all 2n × 2n-
matrices A such that ω(Ax,Ay) = ω(x, y) for all x, y ∈ R2n, where ω is the
standard non degenerate skew symmetric bilinear form on R2n.

Such a form exists on a vector space if and only if the dimension is even, and
on Rn×(Rn)∗ the standard form is given by ω((x, x∗), (y, y∗)) = 〈x, y∗〉−〈y, x∗〉,
i.e. in coordinates ω((xi)2n

i=1, (y
j)2n
j=1) =

∑n
i=1(xiyn+i−xn+iyi). Any symplectic

form on R2n looks like that after choosing a suitable basis. Let (ei)2n
i=1 be the

standard basis in R2n. Then we have

(ω(ei, ej)ij) =
(

0 In

−In 0

)
=: J,

and the matrix J satisfies J t = −J , J2 = −I2n, J
(
x
y

)
=
(
y
−x
)

in Rn × Rn, and
ω(x, y) = 〈x, Jy〉 in terms of the standard inner product on R2n.
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For A ∈ L(R2n,R2n) we have ω(Ax,Ay) = 〈Ax, JAy〉 = 〈x,AtJAy〉. Thus
A ∈ Sp(n,R) if and only if AtJA = J .

We consider now the mapping f : L(R2n,R2n) → L(R2n,R2n) given by
f(A) = AtJA. Then f(A)t = (AtJA)t = −AtJA = −f(A), so f takes val-
ues in the space o(2n,R) of skew symmetric matrices. We have df(A)X =
XtJA+AtJX, and therefore

ker df(I2n) = {X ∈ L(R2n,R2n) : XtJ + JX = 0}
= {X : JX is symmetric} =: sp(n,R).

We see that dim sp(n,R) = 2n(2n+1)
2 =

(
2n+1

2

)
. Furthermore we have ker df(A) =

{X : XtJA + AtJX = 0} and X 7→ AtJX is an isomorphism ker df(A) →
Lsym(R2n,R2n), if A is invertible. Thus dim ker df(A) =

(
2n+1

2

)
for all A ∈

GL(2n,R). If f(A) = J , then AtJA = J , so A has rank 2n and is invertible, and
dim ker df(A) + dim o(2n,R) =

(
2n+1

2

)
+ 2n(2n−1)

2 = 4n2 = dimL(R2n,R2n). So
f : GL(2n,R)→ o(2n,R) is a submersion and f−1(J) = Sp(n,R) is a manifold
and a Lie group. It is the symmetry group of ‘classical mechanics’.

4.8. Example. The complex general linear group GL(n,C) of all invertible
complex n × n-matrices is open in LC(Cn,Cn), so it is a real Lie group of real
dimension 2n2; it is also a complex Lie group of complex dimension n2. The
complex special linear group SL(n,C) of all matrices of determinant 1 is a sub-
manifold of GL(n,C) of complex codimension 1 (or real codimension 2).

The complex orthogonal group O(n,C) is the set

{A ∈ L(Cn,Cn) : g(Az,Aw) = g(z, w) for all z, w},
where g(z, w) =

∑n
i=1 z

iwi. This is a complex Lie group of complex dimension
(n−1)n

2 , and it is not compact. Since O(n,C) = {A : AtA = In}, we have
1 = detC(In) = detC(AtA) = detC(A)2, so detC(A) = ±1. Thus SO(n,C) :=
{A ∈ O(n,C) : detC(A) = 1} is an open subgroup of index 2 in O(n,C).

The group Sp(n,C) = {A ∈ LC(C2n,C2n) : AtJA = J} is also a complex Lie
group of complex dimension n(2n+ 1).

These groups here are the classical complex Lie groups. The groups SL(n,C)
for n ≥ 2, SO(n,C) for n ≥ 3, Sp(n,C) for n ≥ 4, and five more exceptional
groups exhaust all simple complex Lie groups up to coverings.

4.9. Example. Let Cn be equipped with the standard hermitian inner product
(z, w) =

∑n
i=1 z

iwi. The unitary group U(n) consists of all complex n × n-
matrices A such that (Az,Aw) = (z, w) for all z, w holds, or equivalently U(n) =
{A : A∗A = In}, where A∗ = A

t
.

We consider the mapping f : LC(Cn,Cn) → LC(Cn,Cn), given by f(A) =
A∗A. Then f is smooth but not holomorphic. Its derivative is df(A)X =
X∗A + A∗X, so ker df(In) = {X : X∗ + X = 0} =: u(n), the space of all skew
hermitian matrices. We have dimR u(n) = n2. As above we may check that
f : GL(n,C)→ Lherm(Cn,Cn) is a submersion, so U(n) = f−1(In) is a compact
real Lie group of dimension n2.

The special unitary group is SU(n) = U(n) ∩ SL(n,C). For A ∈ U(n) we
have |detC(A)| = 1, thus dimR SU(n) = n2 − 1.

Electronic edition of: Natural Operations in Differential Geometry, Springer-Verlag, 1993



4. Lie groups 33

4.10. Example. The group Sp(n). Let H be the division algebra of quater-
nions. Then Sp(1) := S3 ⊂ H ∼= R

4 is the group of unit quaternions, obviously
a Lie group.

Now let V be a right vector space over H. Since H is not commutative, we
have to distinguish between left and right vector spaces and we choose right ones
as basic, so that matrices can multiply from the left. By choosing a basis we get
V = R

n ⊗R H = H
n. For u = (ui), v = (vi) ∈ Hn we put 〈u, v〉 :=

∑n
i=1 u

ivi.
Then 〈 , 〉 is R-bilinear and 〈ua, vb〉 = a〈u, v〉b for a, b ∈ H.

An R linear mapping A : V → V is called H-linear or quaternionically linear
if A(ua) = A(u)a holds. The space of all such mappings shall be denoted by
LH(V, V ). It is real isomorphic to the space of all quaternionic n × n-matrices
with the usual multiplication, since for the standard basis (ei)ni=1 in V = H

n we
have A(u) = A(

∑
i eiu

i) =
∑
iA(ei)ui =

∑
i,j ejA

j
iu
i. Note that LH(V, V ) is

only a real vector space, if V is a right quaternionic vector space - any further
structure must come from a second (left) quaternionic vector space structure on
V .
GL(n,H), the group of invertible H-linear mappings of Hn, is a Lie group,

because it is GL(4n,R) ∩ LH(Hn,Hn), open in LH(Hn,Hn).
A quaternionically linear mapping A is called isometric or quaternionically

unitary, if 〈A(u), A(v)〉 = 〈u, v〉 for all u, v ∈ Hn. We denote by Sp(n) the
group of all quaternionic isometries of Hn, the quaternionic unitary group. The
reason for its name is that Sp(n) = Sp(2n,C) ∩U(2n), since we can decompose
the quaternionic hermitian form 〈 , 〉 into a complex hermitian one and a
complex symplectic one. Also we have Sp(n) ⊂ O(4n,R), since the real part of
〈 , 〉 is a positive definite real inner product. For A ∈ LH(Hn,Hn) we put
A∗ := A

t
. Then we have 〈u,A(v)〉 = 〈A∗(u), v〉, so 〈A(u), A(v)〉 = 〈A∗A(u), v〉.

Thus A ∈ Sp(n) if and only if A∗A = Id.
Again f : LH(Hn,Hn)→ LH,herm(Hn,Hn) = {A : A∗ = A}, given by f(A) =

A∗A, is a smooth mapping with df(A)X = X∗A+A∗X. So we have ker df(Id) =
{X : X∗ = −X} =: sp(n), the space of quaternionic skew hermitian matrices.
The usual proof shows that f has maximal rank onGL(n,H), so Sp(n) = f−1(Id)
is a compact real Lie group of dimension 2n(n− 1) + 3n.

The groups SO(n,R) for n ≥ 3, SU(n) for n ≥ 2, Sp(n) for n ≥ 2 and
real forms of the exceptional complex Lie groups exhaust all simple compact Lie
groups up to coverings.

4.11. Invariant vector fields and Lie algebras. Let G be a (real) Lie group.
A vector field ξ on G is called left invariant, if λ∗aξ = ξ for all a ∈ G, where
λ∗aξ = T (λa−1)◦ξ◦λa as in section 3. Since by 3.11 we have λ∗a[ξ, η] = [λ∗aξ, λ

∗
aη],

the space XL(G) of all left invariant vector fields on G is closed under the Lie
bracket, so it is a sub Lie algebra of X(G). Any left invariant vector field ξ
is uniquely determined by ξ(e) ∈ TeG, since ξ(a) = Te(λa).ξ(e). Thus the Lie
algebra XL(G) of left invariant vector fields is linearly isomorphic to TeG, and
on TeG the Lie bracket on XL(G) induces a Lie algebra structure, whose bracket
is again denoted by [ , ]. This Lie algebra will be denoted as usual by g,
sometimes by Lie(G).
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We will also give a name to the isomorphism with the space of left invariant
vector fields: L : g→ XL(G), X 7→ LX , where LX(a) = Teλa.X. Thus [X,Y ] =
[LX , LY ](e).

A vector field η on G is called right invariant, if ρ∗aη = η for all a ∈ G. If
ξ is left invariant, then ν∗ξ is right invariant, since ν ◦ ρa = λa−1 ◦ ν implies
that ρ∗aν

∗ξ = (ν ◦ ρa)∗ξ = (λa−1 ◦ ν)∗ξ = ν∗(λa−1)∗ξ = ν∗ξ. The right invariant
vector fields form a sub Lie algebra XR(G) of X(G), which is again linearly
isomorphic to TeG and induces also a Lie algebra structure on TeG. Since
ν∗ : XL(G) → XR(G) is an isomorphism of Lie algebras by 3.11, Teν = − Id :
TeG→ TeG is an isomorphism between the two Lie algebra structures. We will
denote by R : g = TeG → XR(G) the isomorphism discussed, which is given by
RX(a) = Te(ρa).X.

4.12. Lemma. If LX is a left invariant vector field and RY is a right invariant
one, then [LX , RY ] = 0. Thus the flows of LX and RY commute.

Proof. We consider 0× LX ∈ X(G×G), given by (0× LX)(a, b) = (0a, LX(b)).
Then T(a,b)µ.(0a, LX(b)) = Taρb.0a + Tbλa.LX(b) = LX(ab), so 0 × LX is µ-
related to LX . Likewise RY ×0 is µ-related to RY . But then 0 = [0×LX , RY ×0]
is µ-related to [LX , RY ] by 3.10. Since µ is surjective, [LX , RY ] = 0 follows. �

4.13. Let ϕ : G→ H be a homomorphism of Lie groups, so for the time being
we require ϕ to be smooth.

Lemma. Then ϕ′ := Teϕ : g = TeG → h = TeH is a Lie algebra homomor-
phism.

Proof. For X ∈ g and x ∈ G we have

Txϕ.LX(x) = Txϕ.Teλx.X = Te(ϕ ◦ λx).X =

Te(λϕ(x) ◦ ϕ).X = Te(λϕ(x)).Teϕ.X = Lϕ′(X)(ϕ(x)).

So LX is ϕ-related to Lϕ′(X). By 3.10 the field [LX , LY ] = L[X,Y ] is ϕ-related
to [Lϕ′(X), Lϕ′(Y )] = L[ϕ′(X),ϕ′(Y )]. So we have Tϕ ◦ L[X,Y ] = L[ϕ′(X),ϕ′(Y )] ◦ ϕ.
If we evaluate this at e the result follows. �

Now we will determine the Lie algebras of all the examples given above.

4.14. For the Lie group GL(n,R) we have TeGL(n,R) = L(Rn,Rn) =: gl(n,R)
and T GL(n,R) = GL(n,R) × L(Rn,Rn) by the affine structure of the sur-
rounding vector space. For A ∈ GL(n,R) we have λA(B) = A.B, so λA
extends to a linear isomorphism of L(Rn,Rn), and for (B,X) ∈ T GL(n,R)
we get TB(λA).(B,X) = (A.B,A.X). So the left invariant vector field LX ∈
XL(GL(n,R)) is given by LX(A) = Te(λA).X = (A,A.X).

Let f : GL(n,R) → R be the restriction of a linear functional on L(Rn,Rn).
Then we have LX(f)(A) = df(A)(LX(A)) = df(A)(A.X) = f(A.X), which we
may write as LX(f) = f( .X). Therefore

L[X,Y ](f) = [LX , LY ](f) = LX(LY (f))− LY (LX(f)) =

= LX(f( .Y ))− LY (f( .X)) =

= f( .X.Y )− f( .Y.X) = LXY−Y X(f).
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So the Lie bracket on gl(n,R) = L(Rn,Rn) is given by [X,Y ] = XY − Y X, the
usual commutator.

4.15. Example. Let V be a vector space. Then (V,+) is a Lie group, T0V = V
is its Lie algebra, TV = V ×V , left translation is λv(w) = v+w, Tw(λv).(w,X) =
(v + w,X). So LX(v) = (v,X), a constant vector field. Thus the Lie bracket is
0.

4.16. Example. The special linear group is SL(n,R) = det−1(1) and its Lie
algebra is given by TeSL(n,R) = ker d det(I) = {X ∈ L(Rn,Rn) : traceX =
0} = sl(n,R) by 4.6. The injection i : SL(n,R) → GL(n,R) is a smooth
homomorphism of Lie groups, so Tei = i′ : sl(n,R) → gl(n,R) is an injective
homomorphism of Lie algebras. Thus the Lie bracket is given by [X,Y ] =
XY − Y X.

The same argument gives the commutator as the Lie bracket in all other
examples we have treated. We have already determined the Lie algebras as TeG.

4.17. One parameter subgroups. Let G be a Lie group with Lie algebra g.
A one parameter subgroup of G is a Lie group homomorphism α : (R,+) → G,
i.e. a smooth curve α in G with α(0) = e and α(s+ t) = α(s).α(t).

Lemma. Let α : R → G be a smooth curve with α(0) = e. Let X = α̇(0) ∈ g.
Then the following assertions are equivalent.

(1) α is a one parameter subgroup.

(2) α(t) = FlLX (t, e) for all t.

(3) α(t) = FlRX (t, e) for all t.

(4) x.α(t) = FlLX (t, x), or FlLXt = ρα(t), for all t.

(5) α(t).x = FlRX (t, x), or FlRXt = λα(t), for all t.

Proof. (1) =⇒ (4).

d
dtx.α(t) = d

ds |0x.α(t+ s) = d
ds |0x.α(t).α(s) = d

ds |0λx.α(t)α(s)

= Te(λx.α(t)). dds |0α(s) = LX(x.α(t)).

By uniqueness of solutions we get x.α(t) = FlLX (t, x).
(4) =⇒ (2). This is clear.
(2) =⇒ (1). We have d

dsα(t)α(s) = d
ds (λα(t)α(s)) = T (λα(t)) ddsα(s) =

T (λα(t))LX(α(s)) = LX(α(t)α(s)) and α(t)α(0) = α(t). So we get α(t)α(s) =
FlLX (s, α(t)) = FlLXs FlLXt (e) = FlLX (t+ s, e) = α(t+ s).

(4)⇐⇒ (5). We have Flν
∗ξ
t = ν−1 ◦Flξt ◦ν by 3.14. Therefore we have by 4.11

(FlRXt (x−1))−1 = (ν ◦ FlRXt ◦ν)(x) = Flν
∗RX
t (x)

= FlLX−t (x) = x.α(−t).

So FlRXt (x−1) = α(t).x−1, and FlRXt (y) = α(t).y.
(5) =⇒ (3) =⇒ (1) can be shown in a similar way. �
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An immediate consequence of the foregoing lemma is that left invariant and
the right invariant vector fields on a Lie group are always complete, so they
have global flows, because a locally defined one parameter group can always be
extended to a globally defined one by multiplying it up.

4.18. Definition. The exponential mapping exp : g → G of a Lie group is
defined by

expX = FlLX (1, e) = FlRX (1, e) = αX(1),

where αX is the one parameter subgroup of G with α̇X(0) = X.

Theorem.

(1) exp : g→ G is smooth.

(2) exp(tX) = FlLX (t, e).
(3) FlLX (t, x) = x. exp(tX).
(4) FlRX (t, x) = exp(tX).x.
(5) exp(0) = e and T0 exp = Id : T0g = g → TeG = g, thus exp is a

diffeomorphism from a neighborhood of 0 in g onto a neighborhood of e
in G.

Proof. (1) Let 0×L ∈ X(g×G) be given by (0×L)(X,x) = (0X , LX(x)). Then
pr2 Fl0×L(t, (X, e)) = αX(t) is smooth in (t,X).

(2) exp(tX) = Flt.LX (1, e) = FlLX (t, e) = αX(t).
(3) and (4) follow from lemma 4.17.
(5) T0 exp .X = d

dt |0 exp(0 + t.X) = d
dt |0 FlLX (t, e) = X. �

4.19. Remark. If G is connected and U ⊂ g is open with 0 ∈ U , then the
group generated by exp(U) equals G.

For this group is a subgroup of G containing some open neighborhood of e,
so it is open. The complement in G is also open (as union of the other cosets),
so this subgroup is open and closed. Since G is connected, it coincides with G.

If G is not connected, then the subgroup generated by exp(U) is the connected
component of e in G.

4.20. Remark. Let ϕ : G → H be a smooth homomorphism of Lie groups.
Then the diagram

g w
ϕ′

uexpG

h

u expH

G w
ϕ

H

commutes, since t 7→ ϕ(expG(tX)) is a one parameter subgroup of H and
d
dt |0ϕ(expG tX) = ϕ′(X), so ϕ(expG tX) = expH(tϕ′(X)).

If G is connected and ϕ,ψ : G → H are homomorphisms of Lie groups with
ϕ′ = ψ′ : g → h, then ϕ = ψ. For ϕ = ψ on the subgroup generated by expG g
which equals G by 4.19.
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4.21. Theorem. A continuous homomorphism ϕ : G→ H between Lie groups
is smooth. In particular a topological group can carry at most one compatible
Lie group structure.

Proof. Let first ϕ = α : (R,+) → G be a continuous one parameter subgroup.
Then α(−ε, ε) ⊂ exp(U), where U is an absolutely convex open neighbor-
hood of 0 in g such that exp |2U is a diffeomorphism, for some ε > 0. Put
β := (exp |2U)−1 ◦ α : (−ε, ε) → g. Then for |t| < 1

ε we have exp(2β(t)) =
exp(β(t))2 = α(t)2 = α(2t) = exp(β(2t)), so 2β(t) = β(2t); thus β( s2 ) = 1

2β(s)
for |s| < ε. So we have α( s2 ) = exp(β( s2 )) = exp(1

2β(s)) for all |s| < ε and by
recursion we get α( s

2n ) = exp( 1
2n β(s)) for n ∈ N and in turn α( k

2n s) = α( s
2n )k =

exp( 1
2n β(s))k = exp( k

2n β(s)) for k ∈ Z. Since the k
2n for k ∈ Z and n ∈ N are

dense in R and since α is continuous we get α(ts) = exp(tβ(s)) for all t ∈ R. So
α is smooth.

Now let ϕ : G→ H be a continuous homomorphism. Let X1, . . . , Xn be a lin-
ear basis of g. We define ψ : Rn → G as ψ(t1, . . . , tn) = exp(t1X1) · · · exp(tnXn).
Then T0ψ is invertible, so ψ is a diffeomorphism near 0. Sometimes ψ−1 is called
a coordinate system of the second kind. t 7→ ϕ(expG tXi) is a continuous one
parameter subgroup of H, so it is smooth by the first part of the proof. We have
(ϕ ◦ ψ)(t1, . . . , tn) = (ϕ exp(t1X1)) · · · (ϕ exp(tnXn)), so ϕ ◦ ψ is smooth. Thus
ϕ is smooth near e ∈ G and consequently everywhere on G. �

4.22. Theorem. Let G and H be Lie groups (G separable is essential here),
and let ϕ : G → H be a continuous bijective homomorphism. Then ϕ is a
diffeomorphism.

Proof. Our first aim is to show that ϕ is a homeomorphism. Let V be an
open e-neighborhood in G, and let K be a compact e-neighborhood in G such
that K.K−1 ⊂ V . Since G is separable there is a sequence (ai)i∈N in G such
that G =

⋃∞
i=1 ai.K. Since H is locally compact, it is a Baire space (Vi open

and dense implies
⋂
Vi dense). The set ϕ(ai)ϕ(K) is compact, thus closed.

Since H =
⋃
i ϕ(ai).ϕ(K), there is some i such that ϕ(ai)ϕ(K) has non empty

interior, so ϕ(K) has non empty interior. Choose b ∈ G such that ϕ(b) is an
interior point of ϕ(K) in H. Then eH = ϕ(b)ϕ(b−1) is an interior point of
ϕ(K)ϕ(K−1) ⊂ ϕ(V ). So if U is open in G and a ∈ U , then eH is an interior
point of ϕ(a−1U), so ϕ(a) is in the interior of ϕ(U). Thus ϕ(U) is open in H,
and ϕ is a homeomorphism.

Now by 4.21 ϕ and ϕ−1 are smooth. �

4.23. Examples. The exponential mapping on GL(n,R). Let X ∈ gl(n,R) =
L(Rn,Rn), then the left invariant vector field is given by LX(A) = (A,A.X) ∈
GL(n,R) × gl(n,R) and the one parameter group αX(t) = FlLX (t, I) is given
by the differential equation d

dtαX(t) = LX(αX(t)) = αX(t).X, with initial con-
dition αX(0) = I. But the unique solution of this equation is αX(t) = etX =∑∞
k=0

tk

k!X
k. So

expGL(n,R)(X) = eX =
∑∞
k=0

1
k! X

k.
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If n = 1 we get the usual exponential mapping of one real variable. For all Lie
subgroups of GL(n,R), the exponential mapping is given by the same formula
exp(X) = eX ; this follows from 4.20.

4.24. The adjoint representation. A representation of a Lie group G on a
finite dimensional vector space V (real or complex) is a homomorphism ρ : G→
GL(V ) of Lie groups. Then by 4.13 ρ′ : g → gl(V ) = L(V, V ) is a Lie algebra
homomorphism.

For a ∈ G we define conja : G → G by conja(x) = axa−1. It is called
the conjugation or the inner automorphism by a ∈ G. We have conja(xy) =
conja(x) conja(y), conjab = conja ◦ conjb, and conj is smooth in all variables.

Next we define for a ∈ G the mapping Ad(a) = (conja)′ = Te(conja) : g→ g.
By 4.13 Ad(a) is a Lie algebra homomorphism, so we have Ad(a)[X,Y ] =
[Ad(a)X,Ad(a)Y ]. Furthermore Ad : G → GL(g) is a representation, called
the adjoint representation of G, since Ad(ab) = Te(conjab) = Te(conja ◦ conjb) =
Te(conja) ◦ Te(conjb) = Ad(a) ◦ Ad(b). We will use the relations Ad(a) =
Te(conja) = Ta(ρa−1).Te(λa) = Ta−1(λa).Te(ρa−1).

Finally we define the (lower case) adjoint representation of the Lie algebra g,
ad : g→ gl(g) = L(g, g), by ad := Ad′ = Te Ad.

Lemma. (1) LX(a) = RAd(a)X(a) for X ∈ g and a ∈ G.
(2) ad(X)Y = [X,Y ] for X,Y ∈ g.

Proof. (1) LX(a) = Te(λa).X = Te(ρa).Te(ρa−1 ◦ λa).X = RAd(a)X(a).
(2) Let X1, . . . , Xn be a linear basis of g and fix X ∈ g. Then Ad(x)X =∑n
i=1 fi(x).Xi for fi ∈ C∞(G,R) and we have in turn

Ad′(Y )X = Te(Ad( )X)Y = d(Ad( )X)|eY = d(
∑
fiXi)|eY =

=
∑
dfi|e(Y )Xi =

∑
LY (fi)(e).Xi.

LX(x) = RAd(x)X(x) = R(
∑
fi(x)Xi)(x) =

∑
fi(x).RXi(x) by (1).

[LY , LX ] = [LY ,
∑
fi.RXi ] = 0 +

∑
LY (fi).RXi by 3.4 and 4.12.

[Y,X] = [LY , LX ](e) =
∑
LY (fi)(e).RXi(e) = Ad′(Y )X = ad(Y )X. �

4.25. Corollary. From 4.20 and 4.23 we have

Ad ◦expG = expGL(g) ◦ ad

Ad(expGX)Y =
∞∑
k=0

1
k! (adX)kY = eadXY

= Y + [X,Y ] + 1
2! [X, [X,Y ]] + 1

3! [X, [X, [X,Y ]]] + · · · �

4.26. The right logarithmic derivative. Let M be a manifold and let f :
M → G be a smooth mapping into a Lie group G with Lie algebra g. We define
the mapping δf : TM → g by the formula δf(ξx) := Tf(x)(ρf(x)−1).Txf.ξx.
Then δf is a g-valued 1-form on M , δf ∈ Ω1(M, g), as we will write later. We
call δf the right logarithmic derivative of f , since for f : R → (R+, ·) we have
δf(x).1 = f ′(x)

f(x) = (log ◦f)′(x).
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Lemma. Let f, g : M → G be smooth. Then we have

δ(f.g)(x) = δf(x) + Ad(f(x)).δg(x).

Proof. We just compute:

δ(f.g)(x) = T (ρg(x)−1.f(x)−1).Tx(f.g) =

= T (ρf(x)−1).T (ρg(x)−1).T(f(x),g(x))µ.(Txf, Txg) =

= T (ρf(x)−1).T (ρg(x)−1).
(
T (ρg(x)).Txf + T (λf(x)).Txg

)
=

= δf(x) + Ad(f(x)).δg(x). �

Remark. The left logarithmic derivative δleftf ∈ Ω1(M, g) of a smooth mapping
f : M → G is given by δleftf.ξx = Tf(x)(λf(x)−1).Txf.ξx. The corresponding
Leibnitz rule for it is uglier than that for the right logarithmic derivative:

δleft(fg)(x) = δleftg(x) + Ad(g(x)−1)δleftf(x).

The form δleft(IdG) ∈ Ω1(G; g) is also called the Maurer-Cartan form of the Lie
group G.

4.27. Lemma. For exp : g→ G and for g(z) :=
ez − 1
z

we have

δ(exp)(X) = T (ρexp(−X)).TX exp =
∞∑
p=0

1
(p+1)! (adX)p = g(adX).

Proof. We put M(X) = δ(exp)(X) : g→ g. Then

(s+ t)M((s+ t)X) = (s+ t)δ(exp)((s+ t)X)

= δ(exp((s+ t) ))X by the chain rule,

= δ(exp(s ). exp(t )).X

= δ(exp(s )).X + Ad(exp(sX)).δ(exp(t )).X by 4.26,

= s.δ(exp)(sX) + Ad(exp(sX)).t.δ(exp)(tX)

= s.M(sX) + Ad(exp(sX)).t.M(tX).

Now we put N(t) := t.M(tX) ∈ L(g, g), then the above equation gives N(s+t) =
N(s) + Ad(exp(sX)).N(t). We fix t, apply d

ds |0, and get N ′(t) = N ′(0) +
ad(X).N(t), where N ′(0) = M(0) + 0 = δ(exp)(0) = Idg. So we have the
differential equation N ′(t) = Idg + ad(X).N(t) in L(g, g) with initial condition
N(0) = 0. The unique solution is

N(s) =
∞∑
p=0

1
(p+1)! ad(X)p.sp+1, and so

δ(exp)(X) = M(X) = N(1) =
∞∑
p=0

1
(p+1)! ad(X)p. �
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4.28. Corollary. TX exp is bijective if and only if no eigenvalue of ad(X) :
g→ g is of the form

√
−1 2kπ for k ∈ Z \ {0}.

Proof. The zeros of g(z) = ez−1
z are exactly z =

√
−1 2kπ for k ∈ Z \ {0}. The

linear mapping TX exp is bijective if and only if no eigenvalue of g(ad(X)) =
T (ρexp(−X)).TX exp is 0. But the eigenvalues of g(ad(X)) are the images under
g of the eigenvalues of ad(X). �

4.29. Theorem. The Baker-Campbell-Hausdorff formula.
Let G be a Lie group with Lie algebra g. For complex z near 1 we consider the

function f(z) := log(z)
z−1 =

∑
n≥0

(−1)n

n+1 (z − 1)n.

Then for X, Y near 0 in g we have expX. expY = expC(X,Y ), where

C(X,Y ) = Y +
∫ 1

0

f(et. adX .eadY ).X dt

= X + Y +
∑
n≥1

(−1)n

n+ 1

∫ 1

0

( ∑
k,`≥0
k+`≥1

tk

k! `!
(adX)k(adY )`

)n
X dt

= X + Y +
∑
n≥1

(−1)n

n+ 1

∑
k1,...,kn≥0
`1,...`n≥0
ki+`i≥1

(adX)k1(adY )`1 . . . (adX)kn(adY )`n

(k1 + · · ·+ kn + 1)k1! . . . kn!`1! . . . `n!
X

= X + Y + 1
2 [X,Y ] + 1

12 ([X, [X,Y ]]− [Y, [Y,X]]) + · · ·

Proof. Let C(X,Y ) := exp−1(expX. expY ) for X, Y near 0 in g, and let C(t) :=
C(tX, Y ). Then

T (ρexp(−C(t))) ddt (expC(t)) = δ exp(C(t)).Ċ(t)

=
∑
k≥0

1
(k+1)! (adC(t))kĊ(t) = g(adC(t)).Ċ(t),

where g(z) := ez−1
z =

∑
k≥0

zk

(k+1)! . We have expC(t) = exp(tX) expY and
exp(−C(t)) = exp(C(t))−1 = exp(−Y ) exp(−tX), therefore

T (ρexp(−C(t))) ddt (expC(t)) = T (ρexp(−Y ) exp(−tX)) ddt (exp(tX) expY )

= T (ρexp(−tX))T (ρexp(−Y ))T (ρexpY ) ddt exp(tX)

= T (ρexp(−tX)).RX(exp(tX)) = X, by 4.18.4 and 4.11.

X = g(adC(t)).Ċ(t).

eadC(t) = Ad(exp C(t)) by 4.25

= Ad(exp(tX) expY ) = Ad(exp(tX)).Ad(expY )

= ead(tX).eadY = et. adX .eadY .

If X, Y , and t are small enough we get adC(t) = log(et. adX .eadY ), where
log(z) =

∑
n≥1

(−1)n+1

n (z − 1)n, thus we have

X = g(adC(t)).Ċ(t) = g(log(et. adX .eadY )).Ċ(t).
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For z near 1 we put f(z) := log(z)
z−1 =

∑
n≥0

(−1)n

n+1 (z − 1)n, which satisfies
g(log(z)).f(z) = 1. So we have

X = g(log(et. adX .eadY )).Ċ(t) = f(et. adX .eadY )−1.Ċ(t),{
Ċ(t) = f(et. adX .eadY ).X,

C(0) = Y.

Passing to the definite integral we get the desired formula

C(X,Y ) = C(1) = C(0) +
∫ 1

0

Ċ(t) dt

= Y +
∫ 1

0

f(et. adX .eadY ).X dt

= X + Y +
∑
n≥1

(−1)n

n+ 1

∫ 1

0

( ∑
k,`≥0
k+`≥1

tk

k! `!
(adX)k(adY )`

)n
X dt. �

Remark. If G is a Lie group of differentiability class C2, then we may define
TG and the Lie bracket of vector fields. The proof above then makes sense
and the theorem shows, that in the chart given by exp−1 the multiplication
µ : G × G → G is Cω near e, hence everywhere. So in this case G is a real
analytic Lie group. See also remark 5.6 below.

4.30. Convention. We will use the following convention for the rest of the
book. If we write a symbol of a classical group from this section without indi-
cating the ground field, then we always mean the field R — except Sp(n). In
particular GL(n) = GL(n,R), and O(n) = O(n,R) from now on.

5. Lie subgroups and homogeneous spaces

5.1. Definition. Let G be a Lie group. A subgroup H of G is called a Lie
subgroup, if H is itself a Lie group (so it is separable) and the inclusion i : H → G
is smooth.

In this case the inclusion is even an immersion. For that it suffices to check
that Tei is injective: If X ∈ h is in the kernel of Tei, then i ◦ expH(tX) =
expG(t.Tei.X) = e. Since i is injective, X = 0.

From the next result it follows that H ⊂ G is then an initial submanifold in
the sense of 2.14: If H0 is the connected component of H, then i(H0) is the Lie
subgroup of G generated by i′(h) ⊂ g, which is an initial submanifold, and this
is true for all components of H.

5.2. Theorem. Let G be a Lie group with Lie algebra g. If h ⊂ g is a Lie
subalgebra, then there is a unique connected Lie subgroup H of G with Lie
algebra h. H is an initial submanifold.

Proof. Put Ex := {Te(λx).X : X ∈ h} ⊂ TxG. Then E :=
⊔
x∈GEx is a

distribution of constant rank on G, in the sense of 3.18. The set {LX : X ∈ h}
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is an involutive set in the sense of 3.23 which spans E. So by theorem 3.25 the
distribution E is integrable and by theorem 3.22 the leaf H through e is an initial
submanifold. It is even a subgroup, since for x ∈ H the initial submanifold λxH
is again a leaf (since E is left invariant) and intersects H (in x), so λx(H) = H.
Thus H.H = H and consequently H−1 = H. The multiplication µ : H×H → G
is smooth by restriction, and smooth as a mapping H ×H → H, since H is an
initial submanifold, by lemma 2.17. �

5.3. Theorem. Let g be a finite dimensional real Lie algebra. Then there
exists a connected Lie group G whose Lie algebra is g.

Sketch of Proof. By the theorem of Ado (see [Jacobson, 62] or [Varadarajan, 74,
p. 237]) g has a faithful (i.e. injective) representation on a finite dimensional
vector space V , i.e. g can be viewed as a Lie subalgebra of gl(V ) = L(V, V ).
By theorem 5.2 above there is a Lie subgroup G of GL(V ) with g as its Lie
algebra. �

This is a rather involved proof, since the theorem of Ado needs the struc-
ture theory of Lie algebras for its proof. There are simpler proofs available,
starting from a neighborhood of e in G (a neighborhood of 0 in g with the
Baker-Campbell-Hausdorff formula 4.29 as multiplication) and extending it.

5.4. Theorem. Let G and H be Lie groups with Lie algebras g and h, re-
spectively. Let f : g → h be a homomorphism of Lie algebras. Then there
is a Lie group homomorphism ϕ, locally defined near e, from G to H, such
that ϕ′ = Teϕ = f . If G is simply connected, then there is a globally defined
homomorphism of Lie groups ϕ : G→ H with this property.

Proof. Let k := graph(f) ⊂ g×h. Then k is a Lie subalgebra of g×h, since f is a
homomorphism of Lie algebras. g×h is the Lie algebra of G×H, so by theorem
5.2 there is a connected Lie subgroup K ⊂ G ×H with algebra k. We consider
the homomorphism g := pr1 ◦ incl : K → G×H → G, whose tangent mapping
satisfies Teg(X, f(X)) = T(e,e)pr1.Teincl.(X, f(X)) = X, so is invertible. Thus
g is a local diffeomorphism, so g : K → G0 is a covering of the connected
component G0 of e in G. If G is simply connected, g is an isomorphism. Now we
consider the homomorphism ψ := pr2 ◦ incl : K → G×H → H, whose tangent
mapping satisfies Teψ.(X, f(X)) = f(X). We see that ϕ := ψ ◦ (g|U)−1 : G ⊃
U → H solves the problem, where U is an e-neighborhood in K such that g|U is a
diffeomorphism. If G is simply connected, ϕ = ψ ◦g−1 is the global solution. �

5.5. Theorem. Let H be a closed subgroup of a Lie group G. Then H is a Lie
subgroup and a submanifold of G.

Proof. Let g be the Lie algebra of G. We consider the subset h := {c′(0) : c ∈
C∞(R, G), c(R) ⊂ H, c(0) = e}.
Claim 1. h is a linear subspace.
If c′i(0) ∈ h and ti ∈ R, we define c(t) := c1(t1.t).c2(t2.t). Then c′(0) =
T(e,e)µ.(t1.c′1(0), t2.c′2(0)) = t1.c

′
1(0) + t2.c

′
2(0) ∈ h.

Claim 2. h = {X ∈ g : exp(tX) ∈ H for all t ∈ R}.
Clearly we have ‘⊇’. To check the other inclusion, let X = c′(0) ∈ h and consider
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v(t) := (expG)−1c(t) for small t. Then we get X = c′(0) = d
dt |0 exp(v(t)) =

v′(0) = limn→∞ n.v( 1
n ). We put tn = 1

n and Xn = n.v( 1
n ), so that exp(tn.Xn) =

exp(v( 1
n )) = c( 1

n ) ∈ H. By claim 3 below we then get exp(tX) ∈ H for all t.
Claim 3. Let Xn → X in g, 0 < tn → 0 in R with exp(tnXn) ∈ H. Then
exp(tX) ∈ H for all t ∈ R.
Let t ∈ R and take mn ∈ ( t

tn
−1, ttn ]∩Z. Then tn.mn → t and mn.tn.Xn → tX,

and since H is closed we may conclude that exp(tX) = limn exp(mn.tn.Xn) =
limn exp(tn.Xn)mn ∈ H.
Claim 4. Let k be a complementary linear subspace for h in g. Then there is
an open 0-neighborhood W in k such that exp(W ) ∩H = {e}.
If not there are 0 6= Yk ∈ k with Yk → 0 such that exp(Yk) ∈ H. Choose a
norm | | on g and let Xn = Yn/|Yn|. Passing to a subsequence we may assume
that Xn → X in k, then |X| = 1. But exp(|Yn|.Xn) = exp(Yn) ∈ H and
0 < |Yn| → 0, so by claim 3 we have exp(tX) ∈ H for all t ∈ R. So by claim 2
X ∈ h, a contradiction.
Claim 5. Put ϕ : h × k → G, ϕ(X,Y ) = expX. expY . Then there are 0-
neighborhoods V in h, W in k, and an e-neighborhood U in G such that ϕ :
V ×W → U is a diffeomorphism and U ∩H = exp(V ).
Choose V , W , and U so small that ϕ becomes a diffeomorphism. By claim
4 W may be chosen so small that exp(W ) ∩ H = {e}. By claim 2 we have
exp(V ) ⊆ H ∩ U . Let x ∈ H ∩ U . Since x ∈ U we have x = expX. expY for
unique (X,Y ) ∈ V ×W . Then x and expX ∈ H, so expY ∈ H ∩ exp(W ), thus
Y = 0. So x = expX ∈ exp(V ).
Claim 6. H is a submanifold and a Lie subgroup.
(U, (ϕ|V ×W )−1 =: u) is a submanifold chart for H centered at e by claim 5.
For x ∈ H the pair (λx(U), u ◦ λx−1) is a submanifold chart for H centered at
x. So H is a closed submanifold of G, and the multiplication is smooth since it
is a restriction. �

5.6. Remark. The following stronger results on subgroups and the relation
between topological groups and Lie groups in general are available.

Any arc wise connected subgroup of a Lie group is a connected Lie subgroup,
[Yamabe, 50].

Let G be a separable locally compact topological group. If it has an e-
neighborhood which does not contain a proper subgroup, then G is a Lie group.
This is the solution of the 5-th problem of Hilbert, see the book [Montgomery-
Zippin, 55, p. 107].

Any subgroup H of a Lie group G has a coarsest Lie group structure, but
it might be non separable. To indicate a proof of this statement, consider all
continuous curves c : R→ G with c(R) ⊂ H, and equip H with the final topology
with respect to them. Then the component of the identity satisfies the conditions
of the Gleason-Yamabe theorem cited above.

5.7. Let g be a Lie algebra. An ideal k in g is a linear subspace k such that
[k, g] ⊂ k. Then the quotient space g/k carries a unique Lie algebra structure
such that g→ g/k is a Lie algebra homomorphism.

Electronic edition of: Natural Operations in Differential Geometry, Springer-Verlag, 1993



44 Chapter I. Manifolds and Lie groups

Lemma. A connected Lie subgroup H of a connected Lie group G is a normal
subgroup if and only if its Lie algebra h is an ideal in g.

Proof. H normal in G means xHx−1 = conjx(H) ⊂ H for all x ∈ G. By remark
4.20 this is equivalent to Te(conjx)(h) ⊂ h, i.e. Ad(x)h ⊂ h, for all x ∈ G. But
this in turn is equivalent to ad(X)h ⊂ h for all X ∈ g, so to the fact that h is an
ideal in g. �

5.8. Let G be a connected Lie group. If A ⊂ G is an arbitrary subset, the
centralizer of A in G is the closed subgroup ZA := {x ∈ G : xa = ax for all a ∈
A}.

The Lie algebra zA of ZA then consists of all X ∈ g such that a. exp(tX).a−1 =
exp(tX) for all a ∈ A, i.e. zA = {X ∈ g : Ad(a)X = X for all a ∈ A}.

If A is itself a connected Lie subgroup of G, then zA = {X ∈ g : ad(Y )X =
0 for all Y ∈ a}. This set is also called the centralizer of a in g. If A = G then
ZG is called the center of G and zG = {X ∈ g : [X,Y ] = 0 for all Y ∈ g} is then
the center of the Lie algebra g.

5.9. The normalizer of a subset A of a connected Lie group G is the subgroup
NA = {x ∈ G : λx(A) = ρx(A)} = {x ∈ G : conjx(A) = A}. If A is closed then
NA is also closed.

If A is a connected Lie subgroup of G then NA = {x ∈ G : Ad(x)a ⊂ a} and
its Lie algebra is nA = {X ∈ g : ad(X)a ⊂ a} is then the idealizer of a in g.

5.10. Group actions. A left action of a Lie group G on a manifold M is a
smooth mapping ` : G ×M → M such that `x ◦ `y = `xy and `e = IdM , where
`x(z) = `(x, z).

A right action of a Lie group G on a manifold M is a smooth mapping
r : M ×G→M such that rx ◦ ry = ryx and re = IdM , where rx(z) = r(z, x).

A G-space is a manifold M together with a right or left action of G on M .
We will describe the following notions only for a left action of G on M . They

make sense also for right actions.
The orbit through z ∈ M is the set G.z = `(G, z) ⊂ M . The action is called

transitive, if M is one orbit, i.e. for all z, w ∈ M there is some g ∈ G with
g.z = w. The action is called free, if g1.z = g2.z for some z ∈M implies already
g1 = g2. The action is called effective, if `x = `y implies x = y, i.e. if ` : G →
Diff(M) is injective, where Diff(M) denotes the group of all diffeomorphisms of
M .

More generally, a continuous transformation group of a topological space M
is a pair (G,M) where G is a topological group and where to each element x ∈ G
there is given a homeomorphism `x of M such that ` : G×M →M is continuous,
and `x ◦ `y = `xy. The continuity is an obvious geometrical requirement, but
in accordance with the general observation that group properties often force
more regularity than explicitly postulated (cf. 5.6), differentiability follows in
many situations. So, if G is locally compact, M is a smooth or real analytic
manifold, all `x are smooth or real analytic homeomorphisms and the action is
effective, then G is a Lie group and ` is smooth or real analytic, respectively,

Electronic edition of: Natural Operations in Differential Geometry, Springer-Verlag, 1993



5. Lie subgroups and homogeneous Spaces 45

see [Montgomery, Zippin, 55, p. 212]. The latter result is deeply reflected in the
theory of bundle functors and will be heavily used in chapter V.

5.11. Homogeneous spaces. Let G be a Lie group and let H ⊂ G be a closed
subgroup. By theorem 5.5 H is a Lie subgroup of G. We denote by G/H the
space of all right cosets of G, i.e. G/H = {xH : x ∈ G}. Let p : G → G/H
be the projection. We equip G/H with the quotient topology, i.e. U ⊂ G/H is
open if and only if p−1(U) is open in G. Since H is closed, G/H is a Hausdorff
space.
G/H is called a homogeneous space of G. We have a left action of G on G/H,

which is induced by the left translation and is given by λ̄x(zH) = xzH.

Theorem. If H is a closed subgroup of G, then there exists a unique structure
of a smooth manifold on G/H such that p : G → G/H is a submersion. So
dimG/H = dimG− dimH.

Proof. Surjective submersions have the universal property 2.4, thus the manifold
structure on G/H is unique, if it exists. Let h be the Lie algebra of the Lie
subgroup H. We choose a complementary linear subspace k such that g = h⊕ k.

Claim 1. We consider the mapping f : k×H → G, given by f(X,h) := expX.h.
Then there is an open 0-neighborhood W in k and an open e-neighborhood U in
G such that f : W ×H → U is a diffeomorphism.

By claim 5 in the proof of theorem 5.5 there are open 0-neighborhoods V in
h, W ′ in k, and an open e-neighborhood U ′ in G such that ϕ : W ′×V → U ′ is a
diffeomorphism, where ϕ(X,Y ) = expX. expY , and such that U ′ ∩H = expV .
Now we choose W in k so small that exp(W )−1. exp(W ) ⊂ U ′. We will check
that this W satisfies claim 1.

Claim 2. f |W ×H is injective.
f(X1, h1) = f(X2, h2) means expX1.h1 = expX2.h2, consequently we have

h2h
−1
1 = (expX2)−1 expX1 ∈ exp(W )−1 exp(W ) ∩ H ⊂ U ′ ∩ H = expV . So

there is a unique Y ∈ V with h2h
−1
1 = expY . But then ϕ(X1, 0) = expX1 =

expX2.h2.h
−1
1 = expX2. expY = ϕ(X2, Y ). Since ϕ is injective, X1 = X2 and

Y = 0, so h1 = h2.

Claim 3. f |W ×H is a local diffeomorphism.
The diagram

W × V w
Id× exp

u
ϕ

W × (U ′ ∩H)

u
f

ϕ(W × V ) wincl U ′

commutes, and IdW × exp and ϕ are diffeomorphisms. So f |W × (U ′ ∩ H) is
a local diffeomorphism. Since f(X,h) = f(X, e).h we conclude that f |W × H
is everywhere a local diffeomorphism. So finally claim 1 follows, where U =
f(W ×H).
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Now we put g := p ◦ (exp |W ) : k ⊃ W → G/H. Then the following diagram
commutes:

W ×H w
f

u
pr1

U

u
p

W w
g

G/H.

Claim 4. g is a homeomorphism onto p(U) =: Ū ⊂ G/H.
Clearly g is continuous, and g is open, since p is open. If g(X1) = g(X2) then

expX1 = expX2.h for some h ∈ H, so f(X1, e) = f(X2, h). By claim 1 we get
X1 = X2, so g is injective. Finally g(W ) = Ū , so claim 4 follows.

For a ∈ G we consider Ūa = λ̄a(Ū) = a.Ū and the mapping ua := g−1 ◦ λ̄a−1 :
Ūa →W ⊂ k.

Claim 5. (Ūa, ua = g−1 ◦ λ̄a−1 : Ūa →W )a∈G is a smooth atlas for G/H.
Let a, b ∈ G such that Ūa ∩ Ūb 6= ∅. Then

ua ◦ u−1
b = g−1 ◦ λ̄a−1 ◦ λ̄b ◦ g : ub(Ūa ∩ Ūb)→ ua(Ūa ∩ Ūb)

= g−1 ◦ λ̄a−1b ◦ p ◦ (exp |W )

= g−1 ◦ p ◦ λa−1b ◦ (exp |W )

= pr1 ◦ f−1 ◦ λa−1b ◦ (exp |W ) is smooth. �

5.12. Let ` : G ×M → M be a left action. Then we have partial mappings
`a : M →M and `x : G→M , given by `a(x) = `x(a) = `(a, x) = a.x.

For any X ∈ g we define the fundamental vector field ζX = ζMX ∈ X(M) by
ζX(x) = Te(`x).X = T(e,x)`.(X, 0x).

Lemma. In this situation the following assertions hold:

(1) ζ : g→ X(M) is a linear mapping.
(2) Tx(`a).ζX(x) = ζAd(a)X(a.x).
(3) RX × 0M ∈ X(G×M) is `-related to ζX ∈ X(M).
(4) [ζX , ζY ] = −ζ[X,Y ].

Proof. (1) is clear.
(2) `a`

x(b) = abx = aba−1ax = `ax conja(b), so we get Tx(`a).ζX(x) =
Tx(`a).Te(`x).X = Te(`a ◦ `x).X = Te(`ax).Ad(a).X = ζAd(a)X(ax).

(3) ` ◦ (Id×`a) = ` ◦ (ρa × Id) : G × M → M , so we get ζX(`(a, x)) =
T(e,ax)`.(X, 0ax) = T`.(Id×T (`a)).(X, 0x) = T`.(T (ρa)×Id).(X, 0x) = T`.(RX×
0M )(a, x).

(4) [RX × 0M , RY × 0M ] = [RX , RY ] × 0M = −R[X,Y ] × 0M is `-related to
[ζX , ζY ] by (3) and by 3.10. On the other hand −R[X,Y ] × 0M is `-related to
−ζ[X,Y ] by (3) again. Since ` is surjective we get [ζX , ζY ] = −ζ[X,Y ]. �

5.13. Let r : M × G → M be a right action, so ř : G → Diff(M) is a group
anti homomorphism. We will use the following notation: ra : M → M and
rx : G→M , given by rx(a) = ra(x) = r(x, a) = x.a.

For any X ∈ g we define the fundamental vector field ζX = ζMX ∈ X(M) by
ζX(x) = Te(rx).X = T(x,e)r.(0x, X).
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Lemma. In this situation the following assertions hold:

(1) ζ : g→ X(M) is a linear mapping.
(2) Tx(ra).ζX(x) = ζAd(a−1)X(x.a).
(3) 0M × LX ∈ X(M ×G) is r-related to ζX ∈ X(M).
(4) [ζX , ζY ] = ζ[X,Y ]. �

5.14. Theorem. Let ` : G×M → M be a smooth left action. For x ∈ M let
Gx = {a ∈ G : ax = x} be the isotropy subgroup of x in G, a closed subgroup
of G. Then `x : G → M factors over p : G → G/Gx to an injective immersion
ix : G/Gx →M , which is G-equivariant, i.e. `a ◦ ix = ix ◦ λ̄a for all a ∈ G. The
image of ix is the orbit through x.

The fundamental vector fields span an integrable distribution on M in the
sense of 3.20. Its leaves are the connected components of the orbits, and each
orbit is an initial submanifold.

Proof. Clearly `x factors over p to an injective mapping ix : G/Gx → M ; by
the universal property of surjective submersions ix is smooth, and obviously
it is equivariant. Thus Tp(a)(ix).Tp(e)(λ̄a) = Tp(e)(ix ◦ λ̄a) = Tp(e)(`a ◦ ix) =
Tx(`a).Tp(e)(ix) for all a ∈ G and it suffices to show that Tp(e)(ix) is injective.

Let X ∈ g and consider its fundamental vector field ζX ∈ X(M). By 3.14 and
5.12.3 we have

(1) `(exp(tX), x) = `(FlRX×0M
t (e, x)) = FlζXt (`(e, x)) = FlζXt (x).

So exp(tX) ∈ Gx, i.e. X ∈ gx, if and only if ζX(x) = 0x. In other words,
0x = ζX(x) = Te(`x).X = Tp(e)(ix).Tep.X if and only if Tep.X = 0p(e). Thus ix

is an immersion.
Since the connected components of the orbits are integral manifolds, the fun-

damental vector fields span an integrable distribution in the sense of 3.20; but
also the condition 3.25.2 is satisfied. So by theorem 3.22 each orbit is an initial
submanifold in the sense of 2.14. �

5.15. A mapping f : M → M̄ between two manifolds with left (or right) actions
` and ¯̀of a Lie group G is called G-equivariant if f ◦`a = ¯̀

a◦f ( or f ◦ra = r̄a◦f)
for all a ∈ G. Sometimes we say in short that f is a G-mapping. From formula
5.14.(1) we get

Lemma. If G is connected, then f is G-equivariant if and only if the funda-
mental field mappings are frelated, i.e. Tf ◦ ζX = ζ̄X ◦ f for all X ∈ g.

Proof. The image of the exponential mapping generates the connected compo-
nent of the unit. �

5.16. Semidirect products of Lie groups. Let H and K be two Lie groups
and let ` : H ×K → K be a left action of H in K such that each `h : K → K
is a group homomorphism. So the associated mapping ˇ̀ : H → Aut(K) is a
homomorphism into the automorphism group of K. Then we can introduce the
following multiplication on K ×H

(1) (k, h)(k′, h′) := (k`h(k′), hh′).
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It is easy to see that this defines a Lie group G = K n` H called the semidirect
product of H and K with respect to `. If the action ` is clear from the context we
write G = K nH only. The second projection pr2 : K nH → H is a surjective
smooth homomorphism with kernel K×{e}, and the insertion inse : H → KnH,
inse(h) = (e, h) is a smooth group homomorphism with pr2 ◦ inse = IdH .

Conversely we consider an exact sequence of Lie groups and homomorphisms

(2) {e} → K
j−→ G

p−→ H → {e}.

So j is injective, p is surjective, and the kernel of p equals the image of j.
We suppose furthermore that the sequence splits, so that there is a smooth
homomorphism i : H → G with p ◦ i = IdH . Then the rule `h(k) = i(h)ki(h−1)
(where we suppress j) defines a left action of H on K by automorphisms. It
is easily seen that the mapping K n` H → G given by (k, h) 7→ ki(h) is an
isomorphism of Lie groups. So we see that semidirect products of Lie groups
correspond exactly to splitting short exact sequences.

Semidirect products will appear naturally also in another form, starting from
right actions: Let H and K be two Lie groups and let r : K×H → K be a right
action of H in K such that each rh : K → K is a group homomorphism. Then
the multiplication on H ×K is given by

(3) (h, k)(h̄, k̄) := (hh̄, rh̄(k)k̄).

This defines a Lie group G = H or K, also called the semidirect product of H
and K with respect to r. If the action r is clear from the context we write
G = H oK only. The first projection pr1 : H oK → H is a surjective smooth
homomorphism with kernel {e} × K, and the insertion inse : H → H o K,
inse(h) = (h, e) is a smooth group homomorphism with pr1 ◦ inse = IdH .

Conversely we consider again a splitting exact sequence of Lie groups and
homomorphisms

{e} → K
j−→ G

p−→ H → {e}.

The splitting is given by a homomorphism i : H → G with p ◦ i = IdH . Then
the rule rh(k) = i(h−1)ki(h) (where we suppress j) defines now a right action
of H on K by automorphisms. It is easily seen that the mapping H or K → G
given by (h, k) 7→ i(h)k is an isomorphism of Lie groups.

Remarks

The material in this chapter is standard. The concept of initial submani-
folds in 2.14–2.17 is due to Pradines, the treatment given here follows [Albert,
Molino]. The proof of theorem 3.16 is due to [Mauhart, 90]. The main re-
sults on distributions of non constant rank (3.18–3.25) are due to [Sussman, 73]
and [Stefan, 74], the treatment here follows [Lecomte]. The proof of the Baker-
Campbell-Hausdorff formula 4.29 is adapted from [Sattinger, Weaver, 86], see
also [Hilgert, Neeb, 91]. æ

Electronic edition of: Natural Operations in Differential Geometry, Springer-Verlag, 1993



49

CHAPTER II.
DIFFERENTIAL FORMS

This chapter is still devoted to the fundamentals of differential geometry,
but here the deviation from the standard presentations is already large. In
the section on vector bundles we treat the Lie derivative for natural vector
bundles, i.e. functors which associate vector bundles to manifolds and vector
bundle homomorphisms to local diffeomorphisms. We give a formula for the Lie
derivative of the form of a commutator, but it involves the tangent bundle of the
vector bundle in question. So we also give a careful treatment to this situation.
The Lie derivative will be discussed in detail in chapter XI; here it is presented
in a somewhat special situation as an illustration of the categorical methods we
are going to apply later on. It follows a standard presentation of differential
forms and a thorough treatment of the Frölicher-Nijenhuis bracket via the study
of all graded derivations of the algebra of differential forms. This bracket is a
natural extension of the Lie bracket from vector fields to tangent bundle valued
differential forms. We believe that this bracket is one of the basic structures of
differential geometry (see also section 30), and in chapter III we will base nearly
all treatment of curvature and the Bianchi identity on it.

6. Vector bundles

6.1. Vector bundles. Let p : E → M be a smooth mapping between mani-
folds. By a vector bundle chart on (E, p,M) we mean a pair (U,ψ), where U is
an open subset in M and where ψ is a fiber respecting diffeomorphism as in the
following diagram:

E|U := p−1(U) w
ψAAAACp

U × V
�

�
���

pr1

U .

Here V is a fixed finite dimensional vector space, called the standard fiber or the
typical fiber, real as a rule, unless otherwise specified.

Two vector bundle charts (U1, ψ1) and (U2, ψ2) are called compatible, if ψ1 ◦
ψ−1

2 is a fiber linear isomorphism, i.e. (ψ1 ◦ ψ−1
2 )(x, v) = (x, ψ1,2(x)v) for some

mapping ψ1,2 : U1,2 := U1∩U2 → GL(V ). The mapping ψ1,2 is then unique and
smooth, and it is called the transition function between the two vector bundle
charts.
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A vector bundle atlas (Uα, ψα)α∈A for (E, p,M) is a set of pairwise compatible
vector bundle charts (Uα, ψα) such that (Uα)α∈A is an open cover of M . Two
vector bundle atlases are called equivalent, if their union is again a vector bundle
atlas.

A vector bundle (E, p,M) consists of manifolds E (the total space), M (the
base), and a smooth mapping p : E → M (the projection) together with an
equivalence class of vector bundle atlases; so we must know at least one vector
bundle atlas. The projection p turns out to be a surjective submersion.

The tangent bundle (TM, πM ,M) of a manifold M is the first example of a
vector bundle.

6.2. Let us fix a vector bundle (E, p,M) for the moment. On each fiber Ex :=
p−1(x) (for x ∈ M) there is a unique structure of a real vector space, induced
from any vector bundle chart (Uα, ψα) with x ∈ Uα. So 0x ∈ Ex is a special
element and 0 : M → E, 0(x) = 0x, is a smooth mapping, the zero section.

A section u of (E, p,M) is a smooth mapping u : M → E with p ◦ u = IdM .
The support of the section u is the closure of the set {x ∈ M : u(x) 6= 0x} in
M . The space of all smooth sections of the bundle (E, p,M) will be denoted by
either C∞(E) = C∞(E, p,M) = C∞(E →M). Clearly it is a vector space with
fiber wise addition and scalar multiplication.

If (Uα, ψα)α∈A is a vector bundle atlas for (E, p,M), then any smooth map-
ping fα : Uα → V (the standard fiber) defines a local section x 7→ ψ−1

α (x, fα(x))
on Uα. If (gα)α∈A is a partition of unity subordinated to (Uα), then a global
section can be formed by x 7→

∑
α gα(x) · ψ−1

α (x, fα(x)). So a smooth vector
bundle has ‘many’ smooth sections.

6.3. Let (E, p,M) and (F, q,N) be vector bundles. A vector bundle homomor-
phism ϕ : E → F is a fiber respecting, fiber linear smooth mapping

E w
ϕ

u
p

F

u
q

M w
ϕ

N .

So we require that ϕx : Ex → Fϕ(x) is linear. We say that ϕ covers ϕ. If ϕ is
invertible, it is called a vector bundle isomorphism.

The smooth vector bundles together with their homomorphisms form a cate-
gory VB.

6.4. We will now give a formal description of the amount of vector bundles with
fixed base M and fixed standard fiber V , up to isomorphisms which cover the
identity on M .

Let us first fix an open cover (Uα)α∈A of M . If (E, p,M) is a vector bundle
which admits a vector bundle atlas (Uα, ψα) with the given open cover, then
we have ψα ◦ ψ−1

β (x, v) = (x, ψαβ(x)v) for transition functions ψαβ : Uαβ =
Uα ∩ Uβ → GL(V ), which are smooth. This family of transition functions
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satisfies

(1)

{
ψαβ(x) · ψβγ(x) = ψαγ(x) for each x ∈ Uαβγ = Uα ∩ Uβ ∩ Uγ ,
ψαα(x) = e for all x ∈ Uα.

Condition (1) is called a cocycle condition and thus we call the family (ψαβ) the
cocycle of transition functions for the vector bundle atlas (Uα, ψα).

Let us suppose now that the same vector bundle (E, p,M) is described by an
equivalent vector bundle atlas (Uα, ϕα) with the same open cover (Uα). Then
the vector bundle charts (Uα, ψα) and (Uα, ϕα) are compatible for each α, so
ϕα ◦ ψ−1

α (x, v) = (x, τα(x)v) for some τα : Uα → GL(V ). But then we have

(x, τα(x)ψαβ(x)v) = (ϕα ◦ ψ−1
α )(x, ψαβ(x)v) =

= (ϕα ◦ ψ−1
α ◦ ψα ◦ ψ−1

β )(x, v) = (ϕα ◦ ψ−1
β )(x, v) =

= (ϕα ◦ ϕ−1
β ◦ ϕβ ◦ ψ

−1
β )(x, v) = (x, ϕαβ(x)τβ(x)v).

So we get

(2) τα(x)ψαβ(x) = ϕαβ(x)τβ(x) for all x ∈ Uαβ .

We say that the two cocycles (ψαβ) and (ϕαβ) of transition functions over
the cover (Uα) are cohomologous. The cohomology classes of cocycles (ψαβ)
over the open cover (Uα) (where we identify cohomologous ones) form a set
Ȟ1((Uα), GL(V )), the first Čech cohomology set of the open cover (Uα) with
values in the sheaf C∞( , GL(V )) =: GL(V ).

Now let (Wi)i∈I be an open cover of M that refines (Uα) with Wi ⊂ Uε(i),
where ε : I → A is some refinement mapping. Then for any cocycle (ψαβ)
over (Uα) we define the cocycle ε∗(ψαβ) =: (ϕij) by the prescription ϕij :=
ψε(i),ε(j)|Wij . The mapping ε∗ respects the cohomology relations and induces
therefore a mapping ε] : Ȟ1((Uα), GL(V ))→ Ȟ1((Wi), GL(V )). One can show
that the mapping ε∗ depends on the choice of the refinement mapping ε only up
to cohomology (use τi = ψε(i),η(i)|Wi if ε and η are two refinement mappings),
so we may form the inductive limit lim−→ Ȟ1(U , GL(V )) =: Ȟ1(M,GL(V )) over
all open covers of M directed by refinement.

Theorem. There is a bijective correspondence between Ȟ1(M,GL(V )) and the
set of all isomorphism classes of vector bundles over M with typical fiber V .

Proof. Let (ψαβ) be a cocycle of transition functions ψαβ : Uαβ → GL(V ) over
some open cover (Uα) of M . We consider the disjoint union

⊔
α∈A{α}×Uα×V

and the following relation on it: (α, x, v) ∼ (β, y, w) if and only if x = y and
ψβα(x)v = w.

By the cocycle property (1) of (ψαβ) this is an equivalence relation. The space
of all equivalence classes is denoted by E = V B(ψαβ) and it is equipped with
the quotient topology. We put p : E → M , p[(α, x, v)] = x, and we define the
vector bundle charts (Uα, ψα) by ψα[(α, x, v)] = (x, v), ψα : p−1(Uα) =: E|Uα →
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Uα×V . Then the mapping ψα◦ψ−1
β (x, v) = ψα[(β, x, v)] = ψα[(α, x, ψαβ(x)v)] =

(x, ψαβ(x)v) is smooth, so E becomes a smooth manifold. E is Hausdorff: let
u 6= v in E; if p(u) 6= p(v) we can separate them in M and take the inverse
image under p; if p(u) = p(v), we can separate them in one chart. So (E, p,M)
is a vector bundle.

Now suppose that we have two cocycles (ψαβ) over (Uα), and (ϕij) over (Vi).
Then there is a common refinement (Wγ) for the two covers (Uα) and (Vi).
The construction described a moment ago gives isomorphic vector bundles if
we restrict the cocycle to a finer open cover. So we may assume that (ψαβ)
and (ϕαβ) are cocycles over the same open cover (Uα). If the two cocycles are
cohomologous, so τα·ψαβ = ϕαβ ·τβ on Uαβ , then a fiber linear diffeomorphism τ :
V B(ψαβ) → V B(ϕαβ) is given by ϕατ [(α, x, v)] = (x, τα(x)v). By relation (2)
this is well defined, so the vector bundles V B(ψαβ) and V B(ϕαβ) are isomorphic.

Most of the converse direction was already shown in the discussion before the
theorem, and the argument can be easily refined to show also that isomorphic
bundles give cohomologous cocycles. �

Remark. If GL(V ) is an abelian group, i.e. if V is of real or complex dimension
1, then Ȟ1(M,GL(V )) is a usual cohomology group with coefficients in the sheaf
GL(V ) and it can be computed with the methods of algebraic topology. IfGL(V )
is not abelian, then the situation is rather mysterious: there is no clear definition
for Ȟ2(M,GL(V )) for example. So Ȟ1(M,GL(V )) is more a notation than a
mathematical concept.

A coarser relation on vector bundles (stable isomorphism) leads to the concept
of topological K-theory, which can be handled much better, but is only a quotient
of the whole situation.

6.5. Let (Uα, ψα) be a vector bundle atlas on a vector bundle (E, p,M). Let
(ej)kj=1 be a basis of the standard fiber V . We consider the section sj(x) :=
ψ−1
α (x, ej) for x ∈ Uα. Then the sj : Uα → E are local sections of E such that

(sj(x))kj=1 is a basis of Ex for each x ∈ Uα: we say that s = (s1, . . . , sk) is a
local frame field for E over Uα.

Now let conversely U ⊂ M be an open set and let sj : U → E be local
sections of E such that s = (s1, . . . , sk) is a local frame field of E over U . Then s
determines a unique vector bundle chart (U,ψ) of E such that sj(x) = ψ−1(x, ej),
in the following way. We define f : U × Rk → E|U by f(x, v1, . . . , vk) :=∑k
j=1 v

jsj(x). Then f is smooth, invertible, and a fiber linear isomorphism, so
(U,ψ = f−1) is the vector bundle chart promised above.

6.6. A vector sub bundle (F, p,M) of a vector bundle (E, p,M) is a vector bundle
and a vector bundle homomorphism τ : F → E, which covers IdM , such that
τx : Ex → Fx is a linear embedding for each x ∈M .

Lemma. Let ϕ : (E, p,M) → (E′, q,N) be a vector bundle homomorphism
such that rank(ϕx : Ex → E′ϕ(x)) is constant in x ∈ M . Then kerϕ, given by

(kerϕ)x = ker(ϕx), is a vector sub bundle of (E, p,M).

Proof. This is a local question, so we may assume that both bundles are trivial:
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let E = M × Rp and let F = N × Rq, then ϕ(x, v) = (ϕ(x), ϕ(x).v), where ϕ :
M → L(Rp,Rq). The matrix ϕ(x) has rank k, so by the elimination procedure
we can find p−k linearly independent solutions vi(x) of the equation ϕ(x).v = 0.
The elimination procedure (with the same lines) gives solutions vi(y) for y near
x, so near x we get a local frame field v = (v1, . . . , vp−k) for kerϕ. By 6.5 kerϕ
is then a vector sub bundle. �

6.7. Constructions with vector bundles. Let F be a covariant functor from
the category of finite dimensional vector spaces and linear mappings into itself,
such that F : L(V,W ) → L(F(V ),F(W )) is smooth. Then F will be called a
smooth functor for shortness sake. Well known examples of smooth functors are
F(V ) = Λk(V ) (the k-th exterior power), or F(V ) =

⊗k
V , and the like.

If (E, p,M) is a vector bundle, described by a vector bundle atlas with cocycle
of transition functions ϕαβ : Uαβ → GL(V ), where (Uα) is an open cover of M ,
then we may consider the smooth functions F(ϕαβ) : x 7→ F(ϕαβ(x)), Uαβ →
GL(F(V )). Since F is a covariant functor, F(ϕαβ) satisfies again the cocycle
condition 6.4.1, and cohomology of cocycles 6.4.2 is respected, so there exists
a unique vector bundle (F(E) := V B(F(ϕαβ)), p,M), the value at the vector
bundle (E, p,M) of the canonical extension of the functor F to the category of
vector bundles and their homomorphisms.

If F is a contravariant smooth functor like duality functor F(V ) = V ∗, then
we have to consider the new cocycle F(ϕ−1

αβ) instead of F(ϕαβ).
If F is a contra-covariant smooth bifunctor like L(V,W ), then the rule

F(V B(ψαβ), V B(ϕαβ)) := V B(F(ψ−1
αβ , ϕαβ))

describes the induced canonical vector bundle construction, and similarly in
other constructions.

So for vector bundles (E, p,M) and (F, q,M) we have the following vector
bundles with base M : ΛkE, E ⊕ F , E∗, ΛE =

⊕
k≥0 ΛkE, E ⊗ F , L(E,F ) ∼=

E∗ ⊗ F , and so on.

6.8. Pullbacks of vector bundles. Let (E, p,M) be a vector bundle and let
f : N →M be smooth. Then the pullback vector bundle (f∗E, f∗p,N) with the
same typical fiber and a vector bundle homomorphism

f∗E w
p∗f

u
f∗p

E

u
p

N w
f

M

are defined as follows. Let E be described by a cocycle (ψαβ) of transition
functions over an open cover (Uα) of M , E = V B(ψαβ). Then (ψαβ ◦ f) is
a cocycle of transition functions over the open cover (f−1(Uα)) of N and the
bundle is given by f∗E := V B(ψαβ◦f). As a manifold we have f∗E = N ×

(f,M,p)
E

in the sense of 2.19.
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The vector bundle f∗E has the following universal property: For any vector
bundle (F, q, P ), vector bundle homomorphism ϕ : F → E and smooth g :
P → N such that f ◦ g = ϕ, there is a unique vector bundle homomorphism
ψ : F → f∗E with ψ = g and p∗f ◦ ψ = ϕ.

F44446ψ

u

q

ϕ

u
f∗E w

p∗f

u
f∗p

E

u
p

P w
g

N w
f

M.

6.9. Theorem. Any vector bundle admits a finite vector bundle atlas.

Proof. Let (E, p,M) be the vector bundle in question, let dimM = m. Let
(Uα, ψα)α∈A be a vector bundle atlas. Since M is separable, by topological
dimension theory there is a refinement of the open cover (Uα)α∈A of the form
(Vij)i=1,...,m+1;j∈N, such that Vij ∩Vik = ∅ for j 6= k, see the remarks at the end
of 1.1. We define the set Wi :=

⋃
j∈N Vij (a disjoint union) and ψi|Vij = ψα(i,j),

where α : {1, . . . ,m+ 1} × N→ A is a refining map. Then (Wi, ψi)i=1,...,m+1 is
a finite vector bundle atlas of E. �

6.10. Theorem. For any vector bundle (E, p,M) there is a second vector
bundle (F, p,M) such that (E⊕F, p,M) is a trivial vector bundle, i.e. isomorphic
to M × RN for some N ∈ N.

Proof. Let (Ui, ψi)ni=1 be a finite vector bundle atlas for (E, p,M). Let (gi) be
a smooth partition of unity subordinated to the open cover (Ui). Let `i : Rk →
(Rk)n = R

k × · · · × Rk be the embedding on the i-th factor, where Rk is the
typical fiber of E. Let us define ψ : E →M × Rnk by

ψ(u) =

(
p(u),

n∑
i=1

gi(p(u)) (`i ◦ pr2 ◦ ψi)(u)

)
,

then ψ is smooth, fiber linear, and an embedding on each fiber, so E is a vector
sub bundle of M×Rnk via ψ. Now we define Fx = E⊥x in {x}×Rnk with respect
to the standard inner product on Rnk. Then F → M is a vector bundle and
E ⊕ F ∼= M × Rnk. �

6.11. The tangent bundle of a vector bundle. Let (E, p,M) be a vector
bundle with fiber addition +E : E ×M E → E and fiber scalar multiplication
mE
t : E → E. Then (TE, πE , E), the tangent bundle of the manifold E, is itself

a vector bundle, with fiber addition denoted by +TE and scalar multiplication
denoted by mTE

t .
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If (Uα, ψα : E|Uα → Uα × V )α∈A is a vector bundle atlas for E, such that
(Uα, uα) is also a manifold atlas for M , then (E|Uα, ψ′α)α∈A is an atlas for the
manifold E, where

ψ′α := (uα × IdV ) ◦ ψα : E|Uα → Uα × V → uα(Uα)× V ⊂ Rm × V.

Hence the family (T (E|Uα), Tψ′α : T (E|Uα)→ T (uα(Uα)× V ) = uα(Uα)× V ×
R
m × V )α∈A is the atlas describing the canonical vector bundle structure of

(TE, πE , E). The transition functions are in turn:

(ψα ◦ ψ−1
β )(x, v) = (x, ψαβ(x)v) for x ∈ Uαβ

(uα ◦ u−1
β )(y) = uαβ(y) for y ∈ uβ(Uαβ)

(ψ′α ◦ (ψ′β)−1)(y, v) = (uαβ(y), ψαβ(u−1
β (y))v)

(Tψ′α ◦ T (ψ′β)−1)(y, v; ξ, w) =
(
uαβ(y), ψαβ(u−1

β (y))v; d(uαβ)(y)ξ,

(d(ψαβ ◦ u−1
β )(y))ξ)v + ψαβ(u−1

β (y))w
)
.

So we see that for fixed (y, v) the transition functions are linear in (ξ, w) ∈
R
m × V . This describes the vector bundle structure of the tangent bundle

(TE, πE , E).
For fixed (y, ξ) the transition functions of TE are also linear in (v, w) ∈ V ×V .

This gives a vector bundle structure on (TE, Tp, TM). Its fiber addition will be
denoted by T (+E) : T (E ×M E) = TE ×TM TE → TE, since it is the tangent
mapping of +E . Likewise its scalar multiplication will be denoted by T (mE

t ).
One may say that the second vector bundle structure on TE, that one over TM ,
is the derivative of the original one on E.

The space {Ξ ∈ TE : Tp.Ξ = 0 in TM} = (Tp)−1(0) is denoted by V E and is
called the vertical bundle over E. The local form of a vertical vector Ξ is Tψ′α.Ξ =
(y, v; 0, w), so the transition function looks like (Tψ′α ◦ T (ψ′β)−1)(y, v; 0, w) =
(uαβ(y), ψαβ(u−1

β (y))v; 0, ψαβ(u−1
β (y))w). They are linear in (v, w) ∈ V × V for

fixed y, so V E is a vector bundle over M . It coincides with 0∗M (TE, Tp, TM),
the pullback of the bundle TE → TM over the zero section. We have a canonical
isomorphism vlE : E×ME → V E, called the vertical lift, given by vlE(ux, vx) :=
d
dt |0(ux + tvx), which is fiber linear over M . The local representation of the
vertical lift is (Tψ′α ◦ vlE ◦ (ψ′α × ψ′α)−1)((y, u), (y, v)) = (y, u; 0, v).

If (and only if) ϕ : (E, p,M) → (F, q,N) is a vector bundle homomorphism,
then we have vlF ◦(ϕ×Mϕ) = Tϕ◦vlE : E×ME → V F ⊂ TF . So vl is a natural
transformation between certain functors on the category of vector bundles and
their homomorphisms.

The mapping vprE := pr2 ◦ vl−1
E : V E → E is called the vertical projection.

Note also the relation pr1 ◦ vl−1
E = πE |V E.

6.12. The second tangent bundle of a manifold. All of 6.11 is valid
for the second tangent bundle T 2M = TTM of a manifold, but here we have
one more natural structure at our disposal. The canonical flip or involution
κM : T 2M → T 2M is defined locally by

(T 2u ◦ κM ◦ T 2u−1)(x, ξ; η, ζ) = (x, η; ξ, ζ),
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where (U, u) is a chart on M . Clearly this definition is invariant under changes
of charts (Tuα equals ψ′α from 6.11).

The flip κM has the following properties:

(1) κN ◦ T 2f = T 2f ◦ κM for each f ∈ C∞(M,N).
(2) T (πM ) ◦ κM = πTM .
(3) πTM ◦ κM = T (πM ).
(4) κ−1

M = κM .
(5) κM is a linear isomorphism from the bundle (TTM,T (πM ), TM) to

(TTM, πTM , TM), so it interchanges the two vector bundle structures
on TTM .

(6) It is the unique smooth mapping TTM → TTM which satisfies
∂
∂t

∂
∂sc(t, s) = κM

∂
∂s

∂
∂tc(t, s) for each c : R2 →M .

All this follows from the local formula given above. We will come back to the
flip later on in chapter VIII from a more advanced point of view.

6.13. Lemma. For vector fields X, Y ∈ X(M) we have

[X,Y ] = vprTM ◦ (TY ◦X − κM ◦ TX ◦ Y ).

We will give global proofs of this result later on: the first one is 6.19. Another
one is 37.13.

Proof. We prove this locally, so we assume that M is open in Rm, X(x) =
(x, X̄(x)), and Y (x) = (x, Ȳ (x)). By 3.4 we get [X,Y ](x) = (x, dȲ (x).X̄(x) −
dX̄(x).Ȳ (x)), and

vprTM ◦ (TY ◦X − κM ◦ TX ◦ Y )(x) =

= vprTM ◦ (TY.(x, X̄(x))− κM ◦ TX.(x, Ȳ (x))) =

= vprTM
(
(x, Ȳ (x); X̄(x), dȲ (x).X̄(x))−
− κM ((x, X̄(x); Ȳ (x), dX̄(x).Ȳ (x))

)
=

= vprTM (x, Ȳ (x); 0, dȲ (x).X̄(x)− dX̄(x).Ȳ (x)) =

= (x, dȲ (x).X̄(x)− dX̄(x).Ȳ (x)). �

6.14. Natural vector bundles. Let Mfm denote the category of all m-
dimensional smooth manifolds and local diffeomorphisms (i.e. immersions) be-
tween them. A vector bundle functor or natural vector bundle is a functor F
which associates a vector bundle (F (M), pM ,M) to each m-manifold M and a
vector bundle homomorphism

F (M) w
F (f)

u
pM

F (N)

u
pN

M w
f

N
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to each f : M → N in Mfm, which covers f and is fiberwise a linear iso-
morphism. We also require that for smooth f : R × M → N the mapping
(t, x) 7→ F (ft)(x) is also smooth R× F (M)→ F (N). We will say that F maps
smoothly parametrized families to smoothly parametrized families. We shall see
later that this last requirement is automatically satisfied. For a characterization
of all vector bundle functors see 14.8.

Examples. 1. TM , the tangent bundle. This is even a functor on the category
Mf .

2. T ∗M , the cotangent bundle, where by 6.7 the action on morphisms is given
by (T ∗f)x := ((Txf)−1)∗ : T ∗xM → T ∗f(x)N . This functor is defined on Mfm
only.

3. ΛkT ∗M , ΛT ∗M =
⊕

k≥0 ΛkT ∗M .
4.
⊗k

T ∗M ⊗
⊗`

TM = T ∗M ⊗ · · · ⊗ T ∗M ⊗ TM ⊗ · · · ⊗ TM , where the
action on morphisms involves Tf−1 in the T ∗M -parts and Tf in the TM -parts.

5. F(TM), where F is any smooth functor on the category of finite dimen-
sional vector spaces and linear mappings, as in 6.7.

6.15. Lie derivative. Let F be a vector bundle functor onMfm as described
in 6.14. Let M be a manifold and let X ∈ X(M) be a vector field on M . Then
the flow FlXt , for fixed t, is a diffeomorphism defined on an open subset of M ,
which we do not specify. The mapping

F (M) w
F (FlXt )

u
pM

F (M)

u
pM

M w
FlXt M

is then a vector bundle isomorphism, defined over an open subset of M .
We consider a section s ∈ C∞(F (M)) of the vector bundle (F (M), pM ,M)

and we define for t ∈ R

(FlXt )∗s := F (FlX−t) ◦ s ◦ FlXt .

This is a local section of the vector bundle F (M). For each x ∈ M the value
((FlXt )∗s)(x) ∈ F (M)x is defined, if t is small enough. So in the vector space
F (M)x the expression d

dt |0((FlXt )∗s)(x) makes sense and therefore the section

LXs := d
dt |0(FlXt )∗s

is globally defined and is an element of C∞(F (M)). It is called the Lie derivative
of s along X.

Lemma. In this situation we have

(1) (FlXt )∗(FlXr )∗s = (FlXt+r)
∗s, whenever defined.

(2) d
dt (FlXt )∗s = (FlXt )∗LXs = LX(FlXt )∗s, so

[LX , (FlXt )∗] := LX ◦ (FlXt )∗ − (FlXt )∗ ◦ LX = 0, whenever defined.

(3) (FlXt )∗s = s for all relevant t if and only if LXs = 0.
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Proof. (1) is clear. (2) is seen by the following computations.

d
dt (FlXt )∗s = d

dr |0(FlXr )∗(FlXt )∗s = LX(FlXt )∗s.
d
dt ((FlXt )∗s)(x) = d

dr |0((FlXt )∗(FlXr )∗s)(x)

= d
dr |0F (FlX−t)(F (FlX−r) ◦ s ◦ FlXr )(FlXt (x))

= F (FlX−t)
d
dr |0(F (FlX−r) ◦ s ◦ FlXr )(FlXt (x))

= ((FlXt )∗LXs)(x),

since F (FlX−t) : F (M)FlXt (x) → F (M)x is linear.
(3) follows from (2). �

6.16. Let F1, F2 be two vector bundle functors on Mfm. Then the tensor
product (F1 ⊗ F2)(M) := F1(M)⊗ F2(M) is again a vector bundle functor and
for si ∈ C∞(Fi(M)) there is a section s1 ⊗ s2 ∈ C∞((F1 ⊗ F2)(M)), given by
the pointwise tensor product.

Lemma. In this situation, for X ∈ X(M) we have

LX(s1 ⊗ s2) = LXs1 ⊗ s2 + s1 ⊗ LXs2.

In particular, for f ∈ C∞(M,R) we have LX(fs) = df(X) s+ f LXs.

Proof. Using the bilinearity of the tensor product we have

LX(s1 ⊗ s2) = d
dt |0(FlXt )∗(s1 ⊗ s2)

= d
dt |0((FlXt )∗s1 ⊗ (FlXt )∗s2)

= d
dt |0(FlXt )∗s1 ⊗ s2 + s1 ⊗ d

dt |0(FlXt )∗s2

= LXs1 ⊗ s2 + s1 ⊗ LXs2. �

6.17. Let ϕ : F1 → F2 be a linear natural transformation between vector bun-
dle functors on Mfm, i.e. for each M ∈ Mfm we have a vector bundle ho-
momorphism ϕM : F1(M) → F2(M) covering the identity on M , such that
F2(f) ◦ ϕM = ϕN ◦ F1(f) holds for any f : M → N in Mfm (we shall see in
14.11 that for every natural transformation ϕ : F1 → F2 in the purely categorical
sense each morphism ϕM : F1(M)→ F2(M) covers IdM ).

Lemma. In this situation, for s ∈ C∞(F1(M)) and X ∈ X(M), we have
LX(ϕM s) = ϕM (LXs).

Proof. Since ϕM is fiber linear and natural we can compute as follows.

LX(ϕM s)(x) = d
dt |0((FlXt )∗(ϕM s))(x) = d

dt |0(F2(FlX−t) ◦ ϕM ◦ s ◦ FlXt )(x)

= ϕM ◦ d
dt |0(F1(FlX−t) ◦ s ◦ FlXt )(x) = (ϕM LXs)(x). �
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6.18. A tensor field of type
(
p
q

)
is a smooth section of the natural bundle⊗q

T ∗M ⊗
⊗p

TM . For such tensor fields, by 6.15 the Lie derivative along
any vector field is defined, by 6.16 it is a derivation with respect to the tensor
product, and by 6.17 it commutes with any kind of contraction or ‘permutation
of the indices’. For functions and vector fields the Lie derivative was already
defined in section 3.

6.19. Let F be a vector bundle functor on Mfm and let X ∈ X(M) be a
vector field. We consider the local vector bundle homomorphism F (FlXt ) on
F (M). Since F (FlXt ) ◦ F (FlXs ) = F (FlXt+s) and F (FlX0 ) = IdF (M) we have
d
dtF (FlXt ) = d

ds |0F (FlXs ) ◦ F (FlXt ) = XF ◦ F (FlXt ), so we get F (FlXt ) = FlX
F

t ,
where XF = d

ds |0F (FlXs ) ∈ X(F (M)) is a vector field on F (M), which is called
the flow prolongation or the canonical lift of X to F (M). If it is desirable for
technical reasons we shall also write XF = FX.

Lemma.

(1) XT = κM ◦ TX.
(2) [X,Y ]F = [XF , Y F ].
(3) XF : (F (M), pM ,M)→ (TF (M), T (pM ), TM) is a vector bundle homo-

morphism for the T (+)-structure.
(4) For s ∈ C∞(F (M)) and X ∈ X(M) we have
LXs = vprF (M)(Ts ◦X −XF ◦ s).

(5) LXs is linear in X and s.

Proof. (1) is an easy computation. F (FlXt ) is fiber linear and this implies (3).
(4) is seen as follows:

(LXs)(x) = d
dt |0(F (FlX−t) ◦ s ◦ FlXt )(x) in F (M)x

= vprF (M)( ddt |0(F (FlX−t) ◦ s ◦ FlXt )(x) in V F (M))

= vprF (M)(−XF ◦ s ◦ FlX0 (x) + T (F (FlX0 )) ◦ Ts ◦X(x))

= vprF (M)(Ts ◦X −XF ◦ s)(x).

(5) LXs is homogeneous of degree 1 in X by formula (4), and it is smooth as a
mapping X(M)→ C∞(F (M)), so it is linear. See [Frölicher, Kriegl, 88] for the
convenient calculus in infinite dimensions.

(2) Note first that F induces a smooth mapping between appropriate spaces
of local diffeomorphisms which are infinite dimensional manifolds (see [Kriegl,
Michor, 91]). By 3.16 we have

0 = ∂
∂t

∣∣
0

(FlY−t ◦FlX−t ◦FlYt ◦FlXt ),

[X,Y ] = 1
2
∂2

∂t2 |0(FlY−t ◦FlX−t ◦FlYt ◦FlXt )

= ∂
∂t

∣∣
0

Fl[X,Y ]
t .
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Applying F to these curves (of local diffeomorphisms) we get

0 = ∂
∂t

∣∣
0

(FlY
F

−t ◦FlX
F

−t ◦FlY
F

t ◦FlX
F

t ),

[XF , Y F ] = 1
2
∂2

∂t2 |0(FlY
F

−t ◦FlX
F

−t ◦FlY
F

t ◦FlX
F

t )

= 1
2
∂2

∂t2 |0F (FlY−t ◦FlX−t ◦FlYt ◦FlXt )

= ∂
∂t

∣∣
0
F (Fl[X,Y ]

t ) = [X,Y ]F .

See also section 50 for a purely finite dimensional proof of a much more general
result. �

6.20. Proposition. For any vector bundle functor F on Mfm and X,Y ∈
X(M) we have

[LX ,LY ] := LX ◦ LY − LY ◦ LX = L[X,Y ] : C∞(F (M))→ C∞(F (M)).

So L : X(M)→ EndC∞(F (M)) is a Lie algebra homomorphism.

Proof. See section 50 for a proof of a much more general formula. �

6.21. Theorem. Let M be a manifold, let ϕi : R×M ⊃ Uϕi →M be smooth
mappings for i = 1, . . . , k where each Uϕi is an open neighborhood of {0} ×M
in R×M , such that each ϕit is a diffeomorphism on its domain, ϕi0 = IdM , and
∂
∂t

∣∣
0
ϕit = Xi ∈ X(M). We put [ϕi, ϕj ]t = [ϕit, ϕ

j
t ] := (ϕjt )−1 ◦ (ϕit)

−1 ◦ ϕjt ◦ ϕit.
Let F be a vector bundle functor, let s ∈ C∞(F (M)) be a section. Then for
each formal bracket expression P of lenght k we have

0 = ∂`

∂t`
|0P (ϕ1

t , . . . , ϕ
k
t )∗s for 1 ≤ ` < k,

LP (X1,...,Xk)s = 1
k!

∂k

∂tk
|0P (ϕ1

t , . . . , ϕ
k
t )∗s ∈ C∞(F (M)).

Proof. This can be proved with similar methods as in the proof of 3.16. A
concise proof can be found in [Mauhart, Michor, 92] �

6.22. Affine bundles. Given a finite dimensional affine space A modelled on
a vector space V = ~A, we denote by + the canonical mapping A × ~A → A,
(p, v) 7→ p + v for p ∈ A and v ∈ ~A. If A1 and A2 are two affine spaces and
f : A1 → A2 is an affine mapping, then we denote by ~f : ~A1 → ~A2 the linear
mapping given by f(p+ v) = f(p) + ~f(v).

Let p : E → M be a vector bundle and q : Z → M be a smooth mapping
such that each fiber Zx = q−1(x) is an affine space modelled on the vector space
Ex = p−1(x). Let A be an affine space modelled on the standard fiber V of E.
We say that Z is an affine bundle with standard fiber A modelled on the vector
bundle E, if for each vector bundle chart ψ : E|U = p−1(U) → U × V on E
there exists a fiber respecting diffeomorphism ϕ : Z|U = q−1(U)→ U × A such
that ϕx : Zx → A is an affine morphism satisfying ~ϕx = ψx : Ex → V for each
x ∈ U . We also write E = ~Z to have a functorial assignment of the modelling
vector bundle.
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Let Z → M and Y → N be two affine bundles. An affine bundle morphism
f : Z → Y is a fiber respecting mapping such that each fx : Zx → Yf(x) is an
affine mapping, where f : M → N is the underlying base mapping of f . Clearly
the rule x 7→ ~fx : ~Zx → ~Yf(x) induces a vector bundle homomorphism ~f : ~Z → ~Y

over the same base mapping f .

7. Differential forms

7.1. The cotangent bundle of a manifoldM is the vector bundle T ∗M := (TM)∗,
the (real) dual of the tangent bundle.

If (U, u) is a chart on M , then ( ∂
∂u1 , . . . ,

∂
∂um ) is the associated frame field

over U of TM . Since ∂
∂ui |x(uj) = duj( ∂

∂ui |x) = δji we see that (du1, . . . , dum) is
the dual frame field on T ∗M over U . It is also called a holonomous frame field.
A section of T ∗M is also called a 1-form.

7.2. According to 6.18 a tensor field of type
(
p
q

)
on a manifold M is a smooth

section of the vector bundle

p⊗
TM ⊗

q⊗
T ∗M = TM

p times︷ ︸︸ ︷
⊗ · · ·⊗TM ⊗ T ∗M

q times︷ ︸︸ ︷
⊗ · · ·⊗T ∗M.

The position of p (up) and q (down) can be explained as follows: If (U, u) is a
chart on M , we have the holonomous frame field(

∂
∂ui1
⊗ ∂

∂ui2
⊗ · · · ⊗ ∂

∂uip
⊗ duj1 ⊗ · · · ⊗ dujq

)
i∈{1,... ,m}p,j∈{1,... ,m}q

over U of this tensor bundle, and for any
(
p
q

)
-tensor field A we have

A | U =
∑
i,j

A
i1...ip
j1...jq

∂
∂ui1
⊗ · · · ⊗ ∂

∂uip
⊗ duj1 ⊗ · · · ⊗ dujq .

The coefficients have p indices up and q indices down, they are smooth functions
on U . From a strictly categorical point of view the position of the indices should
be exchanged, but this convention has a long tradition.

7.3 Lemma. Let Φ : X(M) × · · · × X(M) = X(M)k → C∞(
⊗`

TM) be a

mapping which is k-linear over C∞(M,R) then Φ is given by a
(
`
k

)
-tensor field.

Proof. For simplicity’s sake we put k = 1, ` = 0, so Φ : X(M)→ C∞(M,R) is a
C∞(M,R)-linear mapping: Φ(f.X) = f.Φ(X).

Claim 1. If X | U = 0 for some open subset U ⊂ M , then we have Φ(X) |
U = 0.
Let x ∈ U . We choose f ∈ C∞(M,R) with f(x) = 0 and f | M \ U = 1. Then
f.X = X, so Φ(X)(x) = Φ(f.X)(x) = f(x).Φ(X)(x) = 0.

Claim 2. If X(x) = 0 then also Φ(X)(x) = 0.
Let (U, u) be a chart centered at x, let V be open with x ∈ V ⊂ V̄ ⊂ U . Then
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X | U =
∑
Xi ∂

∂ui and Xi(x) = 0. We choose g ∈ C∞(M,R) with g | V ≡ 1 and
supp g ⊂ U . Then (g2.X) | V = X | V and by claim 1 Φ(X) | V depends only on
X | V and g2.X =

∑
i(g.X

i)(g. ∂∂ui ) is a decomposition which is globally defined
on M . Therefore we have Φ(X)(x) = Φ(g2.X)(x) = Φ

(∑
i(g.X

i)(g. ∂∂ui )
)

(x) =∑
(g.Xi)(x).Φ(g. ∂∂ui )(x) = 0.
So we see that for a general vector field X the value Φ(X)(x) depends only

on the value X(x), for each x ∈M . So there is a linear map ϕx : TxM → R for
each x ∈ M with Φ(X)(x) = ϕx(X(x)). Then ϕ : M → T ∗M is smooth since
ϕ | V =

∑
i Φ(g. ∂∂ui ).du

i in the setting of claim 2. �

7.4. Definition. A differential form or an exterior form of degree k or a k-form
for short is a section of the vector bundle ΛkT ∗M . The space of all k-forms will
be denoted by Ωk(M). It may also be viewed as the space of all skew symmetric(

0
k

)
-tensor fields, i.e. (by 7.3) the space of all mappings

Φ : X(M)× · · · × X(M) = X(M)k → C∞(M,R),

which are k-linear over C∞(M,R) and are skew symmetric:

Φ(Xσ1, . . . , Xσk) = signσ · Φ(X1, . . . , Xk)

for each permutation σ ∈ Sk.
We put Ω0(M) := C∞(M,R). Then the space

Ω(M) :=
dimM⊕
k=0

Ωk(M)

is an algebra with the following product. For ϕ ∈ Ωk(M) and ψ ∈ Ω`(M) and
for Xi in X(M) (or in TxM) we put

(ϕ ∧ ψ)(X1, . . . , Xk+`) =

= 1
k! `!

∑
σ∈Sk+`

signσ · ϕ(Xσ1, . . . , Xσk).ψ(Xσ(k+1), . . . , Xσ(k+`)).

This product is defined fiber wise, i.e. (ϕ ∧ ψ)x = ϕx ∧ ψx for each x ∈ M . It
is also associative, i.e. (ϕ ∧ ψ) ∧ τ = ϕ ∧ (ψ ∧ τ), and graded commutative, i.e.
ϕ ∧ ψ = (−1)k`ψ ∧ ϕ. These properties are proved in multilinear algebra.

7.5. If f : N → M is a smooth mapping and ϕ ∈ Ωk(M), then the pullback
f∗ϕ ∈ Ωk(N) is defined for Xi ∈ TxN by

(1) (f∗ϕ)x(X1, . . . , Xk) := ϕf(x)(Txf.X1, . . . , Txf.Xk).

Then we have f∗(ϕ∧ψ) = f∗ϕ∧f∗ψ, so the linear mapping f∗ : Ω(M)→ Ω(N)
is an algebra homomorphism. Moreover we have (g◦f)∗ = f∗◦g∗ : Ω(P )→ Ω(N)
if g : M → P , and (IdM )∗ = IdΩ(M).

So M 7→ Ω(M) = C∞(ΛT ∗M) is a contravariant functor from the category
Mf of all manifolds and all smooth mappings into the category of real graded
commutative algebras, whereas M 7→ ΛT ∗M is a covariant vector bundle func-
tor defined only on Mfm, the category of m-dimensional manifolds and local
diffeomorphisms, for each m separately.
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7.6. The Lie derivative of differential forms. Since M 7→ ΛkT ∗M is a
vector bundle functor on Mfm, by 6.15 for X ∈ X(M) the Lie derivative of a
k-form ϕ along X is defined by

LXϕ = d
dt |0(FlXt )∗ϕ.

Lemma. The Lie derivative has the following properties.

(1) LX(ϕ ∧ ψ) = LXϕ ∧ ψ + ϕ ∧ LXψ, so LX is a derivation.
(2) For Yi ∈ X(M) we have

(LXϕ)(Y1, . . . , Yk) = X(ϕ(Y1, . . . , Yk))−
k∑
i=1

ϕ(Y1, . . . , [X,Yi], . . . , Yk).

(3) [LX ,LY ]ϕ = L[X,Y ]ϕ.

Proof. The mapping Alt :
⊗k

T ∗M → ΛkT ∗M , given by

(AltA)(Y1, . . . , Yk) := 1
k!

∑
σ

sign(σ)A(Yσ1, . . . , Yσk),

is a linear natural transformation in the sense of 6.17 and induces an algebra
homomorphism from the tensor algebra

⊕
k≥0 C

∞(
⊗k

T ∗M) onto Ω(M). So
(1) follows from 6.16.

(2) Again by 6.16 and 6.17 we may compute as follows, where Trace is the
full evaluation of the form on all vector fields:

X(ϕ(Y1, . . . , Yk)) = LX ◦ Trace(ϕ⊗ Y1 ⊗ · · · ⊗ Yk)

= Trace ◦LX(ϕ⊗ Y1 ⊗ · · · ⊗ Yk)

= Trace
(
LXϕ⊗ (Y1 ⊗ · · · ⊗ Yk) + ϕ⊗ (

∑
i Y1 ⊗ · · · ⊗ LXYi ⊗ · · · ⊗ Yk)

)
.

Now we use LXYi = [X,Yi].
(3) is a special case of 6.20. �

7.7. The insertion operator. For a vector field X ∈ X(M) we define the
insertion operator iX = i(X) : Ωk(M)→ Ωk−1(M) by

(iXϕ)(Y1, . . . , Yk−1) := ϕ(X,Y1, . . . , Yk−1).

Lemma.

(1) iX is a graded derivation of degree −1 of the graded algebra Ω(M), so
we have iX(ϕ ∧ ψ) = iXϕ ∧ ψ + (−1)degϕϕ ∧ iXψ.

(2) [LX , iY ] := LX ◦ iY − iY ◦ LX = i[X,Y ].

Electronic edition of: Natural Operations in Differential Geometry, Springer-Verlag, 1993



64 Chapter II. Differential forms

Proof. (1) For ϕ ∈ Ωk(M) and ψ ∈ Ω`(M) we have

(iX1(ϕ ∧ ψ))(X2, . . . , Xk+`) = (ϕ ∧ ψ)(X1, . . . , Xk+`) =

= 1
k! `!

∑
σ

sign(σ)ϕ(Xσ1, . . . , Xσk)ψ(Xσ(k+1), . . . , Xσ(k+`)).

(iX1ϕ ∧ ψ + (−1)kϕ ∧ iX1ψ)(X2, . . . , Xk+`) =

= 1
(k−1)! `!

∑
σ

sign(σ)ϕ(X1, Xσ2, . . . , Xσk)ψ(Xσ(k+1), . . . , Xσ(k+`))+

+
(−1)k

k! (`− 1)!

∑
σ

sign(σ)ϕ(Xσ2, . . . , Xσ(k+1))ψ(X1, Xσ(k+2), . . . ).

Using the skew symmetry of ϕ and ψ we may distribute X1 to each position by
adding an appropriate sign. These are k+` summands. Since 1

(k−1)! `! +
1

k! (`−1)! =
k+`
k! `! , and since we can generate each permutation in Sk+` in this way, the result
follows.

(2) By 6.16 and 6.17 we have:

LX iY ϕ = LX Trace1(Y ⊗ ϕ) = Trace1 LX(Y ⊗ ϕ)

= Trace1(LXY ⊗ ϕ+ Y ⊗ LXϕ) = i[X,Y ]ϕ+ iY LXϕ. �

7.8. The exterior differential. We want to construct a differential operator
Ωk(M)→ Ωk+1(M) which is natural. We will show that the simplest choice will
work and (later) that it is essentially unique.

So let U be open in Rn, let ϕ ∈ Ωk(Rn). Then we may view ϕ as an element
of C∞(U,Lkalt(R

n,R)). We consider Dϕ ∈ C∞(U,L(Rn, Lkalt(R
n,R))), and we

take its canonical image Alt(Dϕ) in C∞(U,Lk+1
alt (Rn,R)). Here we write D for

the derivative in order to distinguish it from the exterior differential, which we
define as dϕ := (k + 1) Alt(Dϕ), more explicitly as

(dϕ)x(X0, . . . , Xk) = 1
k!

∑
σ

sign(σ)Dϕ(x)(Xσ0)(Xσ1, . . . , Xσk)(1)

=
k∑
i=0

(−1)iDϕ(x)(Xi)(X0, . . . , X̂i, . . . , Xk),

where the hat over a symbol means that this is to be omitted, and whereXi ∈ Rn.
Now we pass to an arbitrary manifold M . For a k-form ϕ ∈ Ωk(M) and

vector fields Xi ∈ X(M) we try to replace Dϕ(x)(Xi)(X0, . . . ) in formula (1)
by Lie derivatives. We differentiate Xi(ϕ(x)(X0, . . . )) = Dϕ(x)(Xi)(X0, . . . ) +∑

0≤j≤k,j 6=i ϕ(x)(X0, . . . , DXj(x)Xi, . . . ), so inserting this expression into for-
mula (1) we get (cf. 3.4) our working definition

dϕ(X0, . . . , Xk) :=
k∑
i=0

(−1)iXi(ϕ(X0, . . . , X̂i, . . . , Xk))(2)

+
∑
i<j

(−1)i+jϕ([Xi, Xj ], X0, . . . , X̂i, . . . , X̂j , . . . , Xk).
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dϕ, given by this formula, is (k+1)-linear over C∞(M,R), as a short computation
involving 3.4 shows. It is obviously skew symmetric, so by 7.3 dϕ is a (k + 1)-
form, and the operator d : Ωk(M)→ Ωk+1(M) is called the exterior derivative.

If (U, u) is a chart on M , then we have

ϕ|U =
∑

i1<···<ik

ϕi1,... ,ikdu
i1 ∧ · · · ∧ duik ,

where ϕi1,... ,ik = ϕ( ∂
∂ui1

, . . . , ∂
∂uik

). An easy computation shows that (2) leads
to

(3) dϕ|U =
∑

i1<···<ik

dϕi1,... ,ik ∧ dui1 ∧ · · · ∧ duik ,

so that formulas (1) and (2) really define the same operator.

7.9. Theorem. The exterior derivative d : Ωk(M)→ Ωk+1(M) has the follow-
ing properties:

(1) d(ϕ∧ψ) = dϕ∧ψ+(−1)degϕϕ∧dψ, so d is a graded derivation of degree
1.

(2) LX = iX ◦ d+ d ◦ iX for any vector field X.
(3) d2 = d ◦ d = 0.
(4) f∗ ◦ d = d ◦ f∗ for any smooth f : N →M .
(5) LX ◦ d = d ◦ LX for any vector field X.

Remark. In terms of the graded commutator

[D1, D2] := D1 ◦D2 − (−1)deg(D1) deg(D2)D2 ◦D1

for graded homomorphisms and graded derivations (see 8.1) the assertions of
this theorem take the following form:

(2) LX = [iX , d].
(3) 1

2 [d, d] = 0.
(4) [f∗, d] = 0.
(5) [LX , d] = 0.

This point of view will be developed in section 8 below.

Proof. (2) For ϕ ∈ Ωk(M) and Xi ∈ X(M) we have

(LX0ϕ)(X1, . . . , Xk) = X0(ϕ(X1, . . . , Xk))+

+
k∑
j=1

(−1)0+jϕ([X0, Xj ], X1, . . . , X̂j , . . . , Xk) by 7.6.2,

(iX0dϕ)(X1, . . . , Xk) = dϕ(X0, . . . , Xk)

=
k∑
i=0

(−1)iXi(ϕ(X0, . . . , X̂i, . . . , Xk))+
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+
∑

0≤i<j

(−1)i+jϕ([Xi, Xj ], X0, . . . , X̂i, . . . , X̂j , . . . , Xk).

(diX0ϕ)(X1, . . . , Xk) =
k∑
i=1

(−1)i−1Xi((iX0ϕ)(X1, . . . , X̂i, . . . , Xk))+

+
∑

1≤i<j

(−1)i+j−1(iX0ϕ)([Xi, Xj ], X1, . . . , X̂i, . . . , X̂j , . . . , Xk)

= −
k∑
i=1

(−1)iXi(ϕ(X0, X1, . . . , X̂i, . . . , Xk))−

−
∑

1≤i<j

(−1)i+jϕ([Xi, Xj ], X0, X1, . . . , X̂i, . . . , X̂j , . . . , Xk).

By summing up the result follows.
(1) Let ϕ ∈ Ωp(M) and ψ ∈ Ωq(M). We prove the result by induction on

p+ q.
p+ q = 0: d(f · g) = df · g + f · dg.
Suppose that (1) is true for p+ q < k. Then for X ∈ X(M) we have by part (2)
and 7.6, 7.7 and by induction

iX d(ϕ ∧ ψ) = LX(ϕ ∧ ψ)− d iX(ϕ ∧ ψ)

= LXϕ ∧ ψ + ϕ ∧ LXψ − d(iXϕ ∧ ψ + (−1)pϕ ∧ iXψ)
= iXdϕ ∧ ψ + diXϕ ∧ ψ + ϕ ∧ iXdψ + ϕ ∧ diXψ − diXϕ ∧ ψ

− (−1)p−1iXϕ ∧ dψ − (−1)pdϕ ∧ iXψ − ϕ ∧ diXψ
= iX(dϕ ∧ ψ + (−1)pϕ ∧ dψ).

Since X is arbitrary, (1) follows.
(3) By (1) d is a graded derivation of degree 1, so d2 = 1

2 [d, d] is a graded
derivation of degree 2 (see 8.1), and is obviously local. Since Ω(M) is locally
generated as an algebra by C∞(M,R) and {df : f ∈ C∞(M,R)}, it suffices to
show that d2f = 0 for each f ∈ C∞(M,R) (d3f = 0 is a consequence). But this is
easy: d2f(X,Y ) = Xdf(Y )−Y df(X)−df([X,Y ]) = XY f−Y Xf− [X,Y ]f = 0.

(4) f∗ : Ω(M) → Ω(N) is an algebra homomorphism by 7.6, so f∗ ◦ d and
d ◦ f∗ are both graded derivations over f∗ of degree 1. By the same argument
as in the proof of (3) above it suffices to show that they agree on g and dg for
all g ∈ C∞(M,R). We have (f∗dg)y(Y ) = (dg)f(y)(Tyf.Y ) = (Tyf.Y )(g) =
Y (g ◦ f)(y) = (df∗g)y(Y ), thus also df∗dg = ddf∗g = 0, and f∗ddg = 0.

(5) dLX = d iX d+ ddiX = diXd+ iXdd = LXd. �

7.10. A differential form ω ∈ Ωk(M) is called closed if dω = 0, and it is called
exact if ω = dϕ for some ϕ ∈ Ωk−1(M). Since d2 = 0, any exact form is closed.
The quotient space

Hk(M) :=
ker(d : Ωk(M)→ Ωk+1(M))
im(d : Ωk−1(M)→ Ωk(M))

is called the k-th De Rham cohomology space of M . We will not treat cohomol-
ogy in this book, and we finish with the
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Lemma of Poincaré. A closed differential form is locally exact. More pre-
cisely: let ω ∈ Ωk(M) with dω = 0. Then for any x ∈ M there is an open
neighborhood U of x in M and a ϕ ∈ Ωk−1(U) with dϕ = ω|U .

Proof. Let (U, u) be chart on M centered at x such that u(U) = R
m. So we may

just assume that M = R
m.

We consider α : R×Rm → R
m, given by α(t, x) = αt(x) = tx. Let I ∈ X(Rm)

be the vector field I(x) = x, then α(et, x) = FlIt (x). So for t > 0 we have

d
dtα
∗
tω = d

dt (FlIlog t)
∗ω = 1

t (FlIlog t)
∗LIω

= 1
tα
∗
t (iIdω + diIω) = 1

t dα
∗
t iIω.

Note that Tx(αt) = t. Id. Therefore

( 1
tα
∗
t iIω)x(X2, . . . , Xk) = 1

t (iIω)tx(tX2, . . . , tXk)

= 1
tωtx(tx, tX2, . . . , tXk) = ωtx(x, tX2, . . . , tXk).

So if k ≥ 1, the (k−1)-form 1
tα
∗
t iIω is defined and smooth in (t, x) for all t ∈ R.

Clearly α∗1ω = ω and α∗0ω = 0, thus

ω = α∗1ω − α∗0ω =
∫ 1

0

d
dtα
∗
tωdt

=
∫ 1

0

d( 1
tα
∗
t iIω)dt = d

(∫ 1

0

1
tα
∗
t iIωdt

)
= dϕ. �

7.11. Vector bundle valued differential forms. Let (E, p,M) be a vector
bundle. The space of smooth sections of the bundle ΛkT ∗M ⊗E will be denoted
by Ωk(M ;E). Its elements will be called E-valued k-forms.

If V is a finite dimensional or even a suitable infinite dimensional vector space,
Ωk(M ;V ) will denote the space of all V -valued differential forms of degree k.
The exterior differential extends to this case, if V is complete in some sense.

8. Derivations
on the algebra of differential forms
and the Frölicher-Nijenhuis bracket

8.1. In this section let M be a smooth manifold. We consider the graded
commutative algebra Ω(M) =

⊕dimM
k=0 Ωk(M) =

⊕∞
k=−∞Ωk(M) of differen-

tial forms on M , where we put Ωk(M) = 0 for k < 0 and k > dimM .
We denote by Derk Ω(M) the space of all (graded) derivations of degree k,
i.e. all linear mappings D : Ω(M) → Ω(M) with D(Ω`(M)) ⊂ Ωk+`(M) and
D(ϕ ∧ ψ) = D(ϕ) ∧ ψ + (−1)k`ϕ ∧D(ψ) for ϕ ∈ Ω`(M).
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Lemma. Then the space Der Ω(M) =
⊕

k Derk Ω(M) is a graded Lie alge-
bra with the graded commutator [D1, D2] := D1 ◦ D2 − (−1)k1k2D2 ◦ D1 as
bracket. This means that the bracket is graded anticommutative, [D1, D2] =
−(−1)k1k2 [D2, D1], and satisfies the graded Jacobi identity [D1, [D2, D3]] =
[[D1, D2], D3] + (−1)k1k2 [D2, [D1, D3]] (so that ad(D1) = [D1, ] is itself a
derivation of degree k1).

Proof. Plug in the definition of the graded commutator and compute. �

In section 7 we have already met some graded derivations: for a vector field
X on M the derivation iX is of degree −1, LX is of degree 0, and d is of
degree 1. Note also that the important formula LX = d iX + iX d translates to
LX = [iX , d].

8.2. A derivation D ∈ Derk Ω(M) is called algebraic if D | Ω0(M) = 0. Then
D(f.ω) = f.D(ω) for f ∈ C∞(M,R), so D is of tensorial character by 7.3. So D
induces a derivation Dx ∈ Derk ΛT ∗xM for each x ∈M . It is uniquely determined
by its restriction to 1-forms Dx|T ∗xM : T ∗xM → Λk+1T ∗M which we may view as
an element Kx ∈ Λk+1T ∗xM ⊗ TxM depending smoothly on x ∈M . To express
this dependence we write D = iK = i(K), where K ∈ C∞(Λk+1T ∗M ⊗ TM) =:
Ωk+1(M ;TM). Note the defining equation: iK(ω) = ω ◦K for ω ∈ Ω1(M). We
call Ω(M,TM) =

⊕dimM
k=0 Ωk(M,TM) the space of all vector valued differential

forms.

Theorem. (1) For K ∈ Ωk+1(M,TM) the formula

(iKω)(X1, . . . , Xk+`) =

= 1
(k+1)! (`−1)!

∑
σ∈Sk+`

signσ .ω(K(Xσ1, . . . , Xσ(k+1)), Xσ(k+2), . . . )

for ω ∈ Ω`(M), Xi ∈ X(M) (or TxM) defines an algebraic graded derivation
iK ∈ Derk Ω(M) and any algebraic derivation is of this form.

(2) By i([K,L]∧) := [iK , iL] we get a bracket [ , ]∧ on Ω∗+1(M,TM)
which defines a graded Lie algebra structure with the grading as indicated, and
for K ∈ Ωk+1(M,TM), L ∈ Ω`+1(M,TM) we have

[K,L]∧ = iKL− (−1)k`iLK,

where iK(ω ⊗X) := iK(ω)⊗X.

[ , ]∧ is called the algebraic bracket or the Nijenhuis-Richardson bracket,
see [Nijenhuis-Richardson, 67].

Proof. Since ΛT ∗xM is the free graded commutative algebra generated by the
vector space T ∗xM any K ∈ Ωk+1(M,TM) extends to a graded derivation. By
applying it to an exterior product of 1-forms one can derive the formula in (1).
The graded commutator of two algebraic derivations is again algebraic, so the
injection i : Ω∗+1(M,TM) → Der∗(Ω(M)) induces a graded Lie bracket on
Ω∗+1(M,TM) whose form can be seen by applying it to a 1-form. �
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8.3. The exterior derivative d is an element of Der1 Ω(M). In view of the formula
LX = [iX , d] = iX d + d iX for vector fields X, we define for K ∈ Ωk(M ;TM)
the Lie derivation LK = L(K) ∈ Derk Ω(M) by LK := [iK , d].

Then the mapping L : Ω(M,TM) → Der Ω(M) is injective, since LKf =
iKdf = df ◦K for f ∈ C∞(M,R).

Theorem. For any graded derivation D ∈ Derk Ω(M) there are unique K ∈
Ωk(M ;TM) and L ∈ Ωk+1(M ;TM) such that

D = LK + iL.

We have L = 0 if and only if [D, d] = 0. D is algebraic if and only if K = 0.

Proof. Let Xi ∈ X(M) be vector fields. Then f 7→ (Df)(X1, . . . , Xk) is a
derivation C∞(M,R) → C∞(M,R), so by 3.3 there is a unique vector field
K(X1, . . . , Xk) ∈ X(M) such that

(Df)(X1, . . . , Xk) = K(X1, . . . , Xk)f = df(K(X1, . . . , Xk)).

Clearly K(X1, . . . , Xk) is C∞(M,R)-linear in each Xi and alternating, so K is
tensorial by 7.3, K ∈ Ωk(M ;TM).

The defining equation for K is Df = df◦K = iKdf = LKf for f ∈ C∞(M,R).
Thus D − LK is an algebraic derivation, so D − LK = iL by 8.2 for unique
L ∈ Ωk+1(M ;TM).

Since we have [d, d] = 2d2 = 0, by the graded Jacobi identity we obtain
0 = [iK , [d, d]] = [[iK , d], d] + (−1)k−1[d, [iK , d]] = 2[LK , d]. The mapping K 7→
[iK , d] = LK is injective, so the last assertions follow. �

8.4. Applying i(IdTM ) on a k-fold exterior product of 1-forms we see that
i(IdTM )ω = kω for ω ∈ Ωk(M). Thus we have L(IdTM )ω = i(IdTM )dω −
d i(IdTM )ω = (k + 1)dω − kdω = dω. Thus L(IdTM ) = d.

8.5. Let K ∈ Ωk(M ;TM) and L ∈ Ω`(M ;TM). Then obviously [[LK ,LL], d] =
0, so we have

[L(K),L(L)] = L([K,L])

for a uniquely defined [K,L] ∈ Ωk+`(M ;TM). This vector valued form [K,L] is
called the Frölicher-Nijenhuis bracket of K and L.

Theorem. The space Ω(M ;TM) =
⊕dimM

k=0 Ωk(M ;TM) with its usual grading
is a graded Lie algebra for the Frölicher-Nijenhuis bracket. So we have

[K,L] = −(−1)k`[L,K]

[K1, [K2,K3]] = [[K1,K2],K3] + (−1)k1k2 [K2, [K1,K3]]

IdTM ∈ Ω1(M ;TM) is in the center, i.e. [K, IdTM ] = 0 for all K.
L : (Ω(M ;TM), [ , ]) → Der Ω(M) is an injective homomorphism of gra-

ded Lie algebras. For vector fields the Frölicher-Nijenhuis bracket coincides with
the Lie bracket.

Proof. df ◦ [X,Y ] = L([X,Y ])f = [LX ,LY ]f . The rest is clear. �
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8.6. Lemma. For K ∈ Ωk(M ;TM) and L ∈ Ω`+1(M ;TM) we have

[LK , iL] = i([K,L])− (−1)k`L(iLK), or

[iL,LK ] = L(iLK) + (−1)k i([L,K]).

This generalizes 7.7.2.

Proof. For f ∈ C∞(M,R) we have [iL,LK ]f = iL iK df − 0 = iL(df ◦ K) =
df ◦ (iLK) = L(iLK)f . So [iL,LK ]− L(iLK) is an algebraic derivation.

[[iL,LK ], d] = [iL, [LK , d]]− (−1)k`[LK , [iL, d]] =

= 0− (−1)k`L([K,L]) = (−1)k[i([L,K]), d].

Since [ , d] kills the L’s and is injective on the i’s, the algebraic part of [iL,LK ]
is (−1)k i([L,K]). �

8.7. The space Der Ω(M) is a graded module over the graded algebra Ω(M)
with the action (ω ∧D)ϕ = ω ∧D(ϕ), because Ω(M) is graded commutative.

Theorem. Let the degree of ω be q, of ϕ be k, and of ψ be `. Let the other
degrees be as indicated. Then we have:

[ω ∧D1, D2] = ω ∧ [D1, D2]− (−1)(q+k1)k2D2(ω) ∧D1.(1)

i(ω ∧ L) = ω ∧ i(L)(2)

ω ∧ LK = L(ω ∧K) + (−1)q+k−1i(dω ∧K).(3)

[ω ∧ L1, L2]∧ = ω ∧ [L1, L2]∧−(4)

− (−1)(q+`1−1)(`2−1)i(L2)ω ∧ L1.

[ω ∧K1,K2] = ω ∧ [K1,K2]− (−1)(q+k1)k2L(K2)ω ∧K1(5)

+ (−1)q+k1dω ∧ i(K1)K2.

[ϕ⊗X,ψ ⊗ Y ] = ϕ ∧ ψ ⊗ [X,Y ](6)

−
(
iY dϕ ∧ ψ ⊗X − (−1)k`iXdψ ∧ ϕ⊗ Y

)
−
(
d(iY ϕ ∧ ψ)⊗X − (−1)k`d(iXψ ∧ ϕ)⊗ Y

)
= ϕ ∧ ψ ⊗ [X,Y ] + ϕ ∧ LXψ ⊗ Y − LY ϕ ∧ ψ ⊗X
+ (−1)k (dϕ ∧ iXψ ⊗ Y + iY ϕ ∧ dψ ⊗X) .

Proof. For (1), (2), (3) write out the definitions. For (4) compute i([ω∧L1, L2]∧).
For (5) compute L([ω ∧K1,K2]). For (6) use (5) . �
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8.8. Theorem. For K ∈ Ωk(M ;TM) and ω ∈ Ω`(M) the Lie derivative of ω
along K is given by the following formula, where the Xi are vector fields on M .

(LKω)(X1, . . . , Xk+`) =

= 1
k! `!

∑
σ

signσ L(K(Xσ1, . . . , Xσk))(ω(Xσ(k+1), . . . , Xσ(k+`)))

+ −1
k! (`−1)!

∑
σ

signσ ω([K(Xσ1, . . . , Xσk), Xσ(k+1)], Xσ(k+2), . . . )

+ (−1)k−1

(k−1)! (`−1)! 2!

∑
σ

signσ ω(K([Xσ1, Xσ2], Xσ3, . . . ), Xσ(k+2), . . . ).

Proof. It suffices to consider K = ϕ ⊗X. Then by 8.7.3 we have L(ϕ ⊗X) =
ϕ ∧ LX − (−1)k−1dϕ ∧ iX . Now use the global formulas of section 7 to expand
this. �

8.9. Theorem. For K ∈ Ωk(M ;TM) and L ∈ Ω`(M ;TM) we have for the
Frölicher-Nijenhuis bracket [K,L] the following formula, where the Xi are vector
fields on M .

[K,L](X1, . . . , Xk+`) =

= 1
k! `!

∑
σ

signσ [K(Xσ1, . . . , Xσk), L(Xσ(k+1), . . . , Xσ(k+`))]

+ −1
k! (`−1)!

∑
σ

signσ L([K(Xσ1, . . . , Xσk), Xσ(k+1)], Xσ(k+2), . . . )

+ (−1)k`

(k−1)! `!

∑
σ

signσ K([L(Xσ1, . . . , Xσ`), Xσ(`+1)], Xσ(`+2), . . . )

+ (−1)k−1

(k−1)! (`−1)! 2!

∑
σ

signσ L(K([Xσ1, Xσ2], Xσ3, . . . ), Xσ(k+2), . . . )

+ (−1)(k−1)`

(k−1)! (`−1)! 2!

∑
σ

signσ K(L([Xσ1, Xσ2], Xσ3, . . . ), Xσ(`+2), . . . ).

Proof. It suffices to consider K = ϕ⊗X and L = ψ⊗Y , then for [ϕ⊗X,ψ⊗Y ]
we may use 8.7.6 and evaluate that at (X1, . . . , Xk+`). After some combinatorial
computation we get the right hand side of the above formula for K = ϕ⊗X and
L = ψ ⊗ Y . �

There are more illuminating ways to prove this formula, see [Michor, 87].

8.10. Local formulas. In a local chart (U, u) on the manifold M we put
K | U =

∑
Ki
αd

α ⊗ ∂i, L | U =
∑
Ljβd

β ⊗ ∂j , and ω | U =
∑
ωγd

γ , where
α = (1 ≤ α1 < α2 < · · · < αk ≤ dimM) is a form index, dα = duα1 ∧ . . .∧ duαk ,
∂i = ∂

∂ui and so on.
Plugging Xj = ∂ij into the global formulas 8.2, 8.8, and 8.9, we get the

following local formulas:

iKω | U =
∑

Ki
α1...αk

ωiαk+1...αk+`−1 d
α
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[K,L]∧ | U =
∑(

Ki
α1...αk

Ljiαk+1...αk+`

− (−1)(k−1)(`−1)Liα1...α`
Kj
iα`+1...αk+`

)
dα ⊗ ∂j

LKω | U =
∑(

Ki
α1...αk

∂iωαk+1...αk+`

+ (−1)k(∂α1K
i
α2...αk+1

)ωiαk+2...αk+`

)
dα

[K,L] | U =
∑(

Ki
α1...αk

∂iL
j
αk+1...αk+`

− (−1)k`Liα1...α`
∂iK

j
α`+1...αk+`

− kKj
α1...αk−1i

∂αkL
i
αk+1...αk+`

+ (−1)k``Ljα1...α`−1i
∂α`K

i
α`+1...αk+`

)
dα ⊗ ∂j

8.11. Theorem. For Ki ∈ Ωki(M ;TM) and Li ∈ Ωki+1(M ;TM) we have

[LK1 + iL1 ,LK2 + iL2 ] =(1)

= L
(
[K1,K2] + iL1K2 − (−1)k1k2iL2K1

)
+ i
(
[L1, L2]∧ + [K1, L2]− (−1)k1k2 [K2, L1]

)
.

Each summand of this formula looks like a semidirect product of graded Lie
algebras, but the mappings

i : Ω(M ;TM)→ End(Ω(M ;TM), [ , ])

ad : Ω(M ;TM)→ End(Ω(M ;TM), [ , ]∧)

do not take values in the subspaces of graded derivations. We have instead for
K ∈ Ωk(M ;TM) and L ∈ Ω`+1(M ;TM) the following relations:

iL[K1,K2] = [iLK1,K2] + (−1)k1`[K1, iLK2](2)

−
(

(−1)k1`i([K1, L])K2 − (−1)(k1+`)k2i([K2, L])K1

)
[K, [L1, L2]∧] = [[K,L1], L2]∧ + (−1)kk1 [L1, [K,L2]]∧−(3)

−
(

(−1)kk1 [i(L1)K,L2]− (−1)(k+k1)k2 [i(L2)K,L1]
)

The algebraic meaning of the relations of this theorem and its consequences in
group theory have been investigated in [Michor, 89]. The corresponding product
of groups is well known to algebraists under the name ‘Zappa-Szep’-product.

Proof. Equation (1) is an immediate consequence of 8.6. Equations (2) and (3)
follow from (1) by writing out the graded Jacobi identity, or as follows: Consider
L(iL[K1,K2]) and use 8.6 repeatedly to obtain L of the right hand side of (2).
Then consider i([K, [L1, L2]∧]) and use again 8.6 several times to obtain i of the
right hand side of (3). �
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8.12. Corollary (of 8.9). For K, L ∈ Ω1(M ;TM) we have

[K,L](X,Y ) = [KX,LY ]− [KY,LX]

− L([KX,Y ]− [KY,X])

−K([LX, Y ]− [LY,X])

+ (LK +KL)[X,Y ].

8.13. Curvature. Let P ∈ Ω1(M ;TM) satisfy P ◦ P = P , i.e. P is a pro-
jection in each fiber of TM . This is the most general case of a (first order)
connection. We may call kerP the horizontal space and imP the vertical space
of the connection. If P is of constant rank, then both are sub vector bundles of
TM . If imP is some primarily fixed sub vector bundle or (tangent bundle of) a
foliation, P can be called a connection for it. Special cases of this will be treated
extensively later on. The following result is immediate from 8.12.

Lemma. We have
[P, P ] = 2R+ 2R̄,

where R, R̄ ∈ Ω2(M ;TM) are given by R(X,Y ) = P [(Id−P )X, (Id−P )Y ] and
R̄(X,Y ) = (Id−P )[PX,PY ].

If P has constant rank, then R is the obstruction against integrability of the
horizontal bundle kerP , and R̄ is the obstruction against integrability of the
vertical bundle imP . Thus we call R the curvature and R̄ the cocurvature of the
connection P . We will see later, that for a principal fiber bundle R is just the
negative of the usual curvature.

8.14. Lemma (Bianchi identity). If P ∈ Ω1(M ;TM) is a connection (fiber
projection) with curvature R and cocurvature R̄, then we have

[P,R+ R̄] = 0

[R,P ] = iRR̄+ iR̄R.

Proof. We have [P, P ] = 2R + 2R̄ by 8.13 and [P, [P, P ]] = 0 by the graded
Jacobi identity. So the first formula follows. We have 2R = P ◦ [P, P ] = i[P,P ]P .
By 8.11.2 we get i[P,P ][P, P ] = 2[i[P,P ]P, P ] − 0 = 4[R,P ]. Therefore [R,P ] =
1
4 i[P,P ][P, P ] = i(R + R̄)(R + R̄) = iRR̄ + iR̄R since R has vertical values and
kills vertical vectors, so iRR = 0; likewise for R̄. �

8.15. f-relatedness of the Frölicher-Nijenhuis bracket. Let f : M →
N be a smooth mapping between manifolds. Two vector valued forms K ∈
Ωk(M ;TM) and K ′ ∈ Ωk(N ;TN) are called f-related or f-dependent, if for all
Xi ∈ TxM we have

(1) K ′f(x)(Txf ·X1, . . . , Txf ·Xk) = Txf ·Kx(X1, . . . , Xk).
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Theorem.
(2) If K and K ′ as above are f -related then iK ◦ f∗ = f∗ ◦ iK′ : Ω(N) →

Ω(M).
(3) If iK ◦ f∗ | B1(N) = f∗ ◦ iK′ | B1(N), then K and K ′ are f -related,

where B1 denotes the space of exact 1-forms.
(4) If Kj and K ′j are f -related for j = 1, 2, then iK1K2 and iK′1K

′
2 are

f -related, and also [K1,K2]∧ and [K ′1,K
′
2]∧ are f -related.

(5) If K and K ′ are f -related then LK ◦ f∗ = f∗ ◦ LK′ : Ω(N)→ Ω(M).
(6) If LK ◦ f∗ | Ω0(N) = f∗ ◦ LK′ | Ω0(N), then K and K ′ are f -related.
(7) If Kj and K ′j are f -related for j = 1, 2, then their Frölicher-Nijenhuis

brackets [K1,K2] and [K ′1,K
′
2] are also f -related.

Proof. (2) By 8.2 we have for ω ∈ Ωq(N) and Xi ∈ TxM :

(iKf∗ω)x(X1, . . . , Xq+k−1) =

= 1
k! (q−1)!

∑
σ

signσ (f∗ω)x(Kx(Xσ1, . . . , Xσk), Xσ(k+1), . . . )

= 1
k! (q−1)!

∑
σ

signσ ωf(x)(Txf ·Kx(Xσ1, . . . ), Txf ·Xσ(k+1), . . . )

= 1
k! (q−1)!

∑
σ

signσ ωf(x)(K ′f(x)(Txf ·Xσ1, . . . ), Txf ·Xσ(k+1), . . . )

= (f∗iK′ω)x(X1, . . . , Xq+k−1)

(3) follows from this computation, since the df , f ∈ C∞(M,R) separate
points.

(4) follows from the same computation for K2 instead of ω, the result for the
bracket then follows 8.2.2.

(5) The algebra homomorphism f∗ intertwines the operators iK and iK′ by
(2), and f∗ commutes with the exterior derivative d. Thus f∗ intertwines the
commutators [iK , d] = LK and [iK′ , d] = LK′ .

(6) For g ∈ Ω0(N) we have LK f∗ g = iK d f
∗ g = iK f

∗ dg and f∗ LK′ g =
f∗ iK′ dg. By (3) the result follows.

(7) The algebra homomorphism f∗ intertwines LKj and LK′j , thus also their
graded commutators, which are equal to L([K1,K2]) and L([K ′1,K

′
2]), respec-

tively. Then use (6). �

8.16. Let f : M → N be a local diffeomorphism. Then we can consider the
pullback operator f∗ : Ω(N ;TN)→ Ω(M ;TM), given by

(1) (f∗K)x(X1, . . . , Xk) = (Txf)−1Kf(x)(Txf ·X1, . . . , Txf ·Xk).

Note that this is a special case of the pullback operator for sections of natural
vector bundles in 6.15. Clearly K and f∗K are then f -related.

Theorem. In this situation we have:

(2) f∗ [K,L] = [f∗K, f∗L].
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(3) f∗ iKL = if∗Kf
∗L.

(4) f∗ [K,L]∧ = [f∗K, f∗L]∧.
(5) For a vector field X ∈ X(M) and K ∈ Ω(M ;TM) by 6.15 the Lie

derivative LXK = ∂
∂t

∣∣
0

(FlXt )∗K is defined. Then we have LXK =
[X,K], the Frölicher-Nijenhuis-bracket.

This is sometimes expressed by saying that the Frölicher-Nijenhuis bracket,
[ , ]∧, etc. are natural bilinear concomitants.

Proof. (2) – (4) are obvious from 8.15. They also follow directly from the geo-
metrical constructions of the operators in question. (5) Obviously LX is R-linear,
so it suffices to check this formula for K = ψ ⊗ Y , ψ ∈ Ω(M) and Y ∈ X(M).
But then

LX(ψ ⊗ Y ) = LXψ ⊗ Y + ψ ⊗ LXY by 6.16

= LXψ ⊗ Y + ψ ⊗ [X,Y ]

= [X,ψ ⊗ Y ] by 8.7.6. �

8.17. Remark. At last we mention the best known application of the Frölicher-
Nijenhuis bracket, which also led to its discovery. A vector valued 1-form J ∈
Ω1(M ;TM) with J ◦ J = − Id is called a almost complex structure; if it exists,
dimM is even and J can be viewed as a fiber multiplication with

√
−1 on TM .

By 8.12 we have

[J, J ](X,Y ) = 2([JX, JY ]− [X,Y ]− J [X, JY ]− J [JX, Y ]).

The vector valued form 1
2 [J, J ] is also called the Nijenhuis tensor of J , because

we have the following result:

A manifold M with an almost complex structure J is a complex
manifold (i.e., there exists an atlas for M with holomorphic chart-
change mappings) if and only if [J, J ] = 0. See [Newlander-Nirenberg,
57].

Remarks

The material on the Lie derivative on natural vector bundles 6.14–6.20 appears
here for the first time. Most of section 8 is due to [Frölicher-Nijenhuis, 56], the
formula in 8.9 was proved by [Mangiarotti-Modugno, 84] and [Michor, 87]. The
Bianchi identity 8.14 is from [Michor, 89a].
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CHAPTER III.
BUNDLES AND CONNECTIONS

We begin our treatment of connections in the general setting of fiber bundles
(without structure group). A connection on a fiber bundle is just a projection
onto the vertical bundle. Curvature and the Bianchi identity is expressed with
the help of the Frölicher-Nijenhuis bracket. The parallel transport for such a
general connection is not defined along the whole of the curve in the base in
general - if this is the case for all curves, the connection is called complete. We
show that every fiber bundle admits complete connections. For complete con-
nections we treat holonomy groups and the holonomy Lie algebra, a subalgebra
of the Lie algebra of all vector fields on the standard fiber.

Then we present principal bundles and associated bundles in detail together
with the most important examples. Finally we investigate principal connections
by requiring equivariance under the structure group. It is remarkable how fast
the usual structure equations can be derived from the basic properties of the
Frölicher-Nijenhuis bracket. Induced connections are investigated thoroughly -
we describe tools to recognize induced connections among general ones.

If the holonomy Lie algebra of a connection on a fiber bundle is finite dimen-
sional and consists of complete vector fields on the fiber, we are able to show,
that in fact the fiber bundle is associated to a principal bundle and the connec-
tion is induced from an irreducible principal connection (theorem 9.11). This is
a powerful generalization of the theorem of Ambrose and Singer.

Connections will be treated once again from the point of view of jets, when
we have them at our disposal in chapter IV.

We think that the treatment of connections presented here offers some di-
dactical advantages besides presenting new results: the geometric content of a
connection is treated first, and the additional requirement of equivariance under
a structure group is seen to be additional and can be dealt with later - so the
reader is not required to grasp all the structures at the same time. Besides that
it gives new results and new insights. There are naturally appearing connec-
tions in differential geometry which are not principal or induced connections:
The universal connection on the bundle J1P/G of all connections of a principal
bundle, and also the Cartan connections.

9. General fiber bundles and connections

9.1. Definition. A (fiber) bundle (E, p,M, S) consists of manifolds E, M , S,
and a smooth mapping p : E →M ; furthermore it is required that each x ∈M
has an open neighborhood U such that E | U := p−1(U) is diffeomorphic to
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U × S via a fiber respecting diffeomorphism:

E | U w
ψ[[[]p

U × S
�

�
��

pr1

U

E is called the total space, M is called the base space, p is a surjective submersion,
called the projection, and S is called standard fiber. (U,ψ) as above is called a
fiber chart or a local trivialization of E.

A collection of fiber charts (Uα, ψα), such that (Uα) is an open cover of M ,
is called a (fiber) bundle atlas. If we fix such an atlas, then (ψα ◦ ψβ−1)(x, s) =
(x, ψαβ(x, s)), where ψαβ : (Uα ∩ Uβ) × S → S is smooth and ψαβ(x, ) is a
diffeomorphism of S for each x ∈ Uαβ := Uα ∩ Uβ . We may thus consider
the mappings ψαβ : Uαβ → Diff(S) with values in the group Diff(S) of all
diffeomorphisms of S; their differentiability is a subtle question, which will not
be discussed in this book, but see [Michor, 88]. In either form these mappings
ψαβ are called the transition functions of the bundle. They satisfy the cocycle
condition: ψαβ(x)◦ψβγ(x) = ψαγ(x) for x ∈ Uαβγ and ψαα(x) = IdS for x ∈ Uα.
Therefore the collection (ψαβ) is called a cocycle of transition functions.

Given an open cover (Uα) of a manifold M and a cocycle of transition func-
tions (ψαβ) we may construct a fiber bundle (E, p,M, S) similarly as in 6.4.

9.2. Lemma. Let p : N → M be a proper surjective submersion (a fibered
manifold) which is proper (i.e. compact sets have compact inverse images) and
let M be connected. Then (N, p,M) is a fiber bundle.

Proof. We have to produce a fiber chart at each x0 ∈ M . So let (U, u) be
a chart centered at x0 on M such that u(U) ∼= R

m. For each x ∈ U let
ξx(y) := (Tyu)−1.u(x), then ξx ∈ X(U), depending smoothly on x ∈ U , such
that u(Flξxt u−1(z)) = z + t.u(x), so each ξx is a complete vector field on U .
Since p is a submersion, with the help of a partition of unity on p−1(U) we may
construct vector fields ηx ∈ X(p−1(U)) which depend smoothly on x ∈ U and are
p-related to ξx: Tp.ηx = ξx ◦ p. Thus p ◦ Flηxt = Flξxt ◦p by 3.14, so Flηxt is fiber
respecting, and since p is proper and ξx is complete, ηx has a global flow too.
Denote p−1(x0) by S. Then ϕ : U × S → p−1(U), defined by ϕ(x, y) = Flηx1 (y),
is a diffeomorphism and is fiber respecting, so (U,ϕ−1) is a fiber chart. Since M
is connected, the fibers p−1(x) are all diffeomorphic.

9.3. Let (E, p,M, S) be a fiber bundle; we consider the tangent mapping Tp :
TE → TM and its kernel ker Tp =: V E which is called the vertical bundle of
E. The following is special case of 8.13.

Definition. A connection on the fiber bundle (E, p,M, S) is a vector valued 1-
form Φ ∈ Ω1(E;V E) with values in the vertical bundle V E such that Φ ◦Φ = Φ
and ImΦ = V E; so Φ is just a projection TE → V E.

If we intend to contrast this general concept of connection with some special
cases which will be discussed later, we will say that Φ is a general connection.
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Since ker Φ is of constant rank, by 6.6 ker Φ is a sub vector bundle of TE, it is
called the space of horizontal vectors or the horizontal bundle and it is denoted
by HE. Clearly TE = HE ⊕ V E and TuE = HuE ⊕ VuE for u ∈ E.

Now we consider the mapping (Tp, πE) : TE → TM ×M E. We have by
definition (Tp, πE)−1(0p(u), u) = VuE, so (Tp, πE) | HE : HE → TM ×M E is
fiber linear over E and injective, so by reason of dimensions it is a fiber linear
isomorphism: Its inverse is denoted by

C := ((Tp, πE) | HE)−1 : TM ×M E → HE ↪→ TE.

So C : TM ×M E → TE is fiber linear over E and is a right inverse for (Tp, πE).
C is called the horizontal lift associated to the connection Φ.

Note the formula Φ(ξu) = ξu − C(Tp.ξu, u) for ξu ∈ TuE. So we can equally
well describe a connection Φ by specifying C. Then we call Φ the vertical pro-
jection (no confusion with 6.11 will arise) and χ := idTE −Φ = C ◦ (Tp, πE) will
be called the horizontal projection.

9.4. Curvature. Suppose that Φ : TE → V E is a connection on a fiber bundle
(E, p,M, S), then as in 8.13 the curvature R of Φ is given by

2R = [Φ,Φ] = [Id−Φ, Id−Φ] = [χ, χ] ∈ Ω2(E;V E)

(The cocurvature R̄ vanishes since the vertical bundle V E is integrable). We
have R(X,Y ) = 1

2 [Φ,Φ](X,Y ) = Φ[χX,χY ], so R is an obstruction against
integrability of the horizontal subbundle. Note that for vector fields ξ, η ∈
X(M) and their horizontal lifts Cξ,Cη ∈ X(E) we have R(Cξ,Cη) = [Cξ,Cη]−
C([ξ, η]).

Since the vertical bundle V E is integrable, by 8.14 we have the Bianchi iden-
tity [Φ, R] = 0.

9.5. Pullback. Let (E, p,M, S) be a fiber bundle and consider a smooth map-
ping f : N → M . Since p is a submersion, f and p are transversal in the sense
of 2.18 and thus the pullback N ×(f,M,p) E exists. It will be called the pullback
of the fiber bundle E by f and we will denote it by f∗E. The following diagram
sets up some further notation for it:

f∗E w
p∗f

u
f∗p

E

u
p

N w
f

M.

Proposition. In the situation above we have:

(1) (f∗E, f∗p,N, S) is again a fiber bundle, and p∗f is a fiber wise diffeo-
morphism.

(2) If Φ ∈ Ω1(E;TE) is a connection on the bundle E, then the vector valued
form f∗Φ, given by (f∗Φ)u(X) := Tu(p∗f)−1.Φ.Tu(p∗f).X for X ∈ TuE,
is a connection on the bundle f∗E. The forms f∗Φ and Φ are p∗f -related
in the sense of 8.15.

(3) The curvatures of f∗Φ and Φ are also p∗f -related.
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Proof. (1) If (Uα, ψα) is a fiber bundle atlas of (E, p,M, S) in the sense of
9.1, then (f−1(Uα), (f∗p, pr2 ◦ ψα ◦ p∗f)) is visibly a fiber bundle atlas for
(f∗E, f∗p,N, S), by the formal universal properties of a pullback 2.19. (2) is
obvious. (3) follows from (2) and 8.15.7. �

9.6. Let us suppose that a connection Φ on the bundle (E, p,M, S) has zero
curvature. Then by 9.4 the horizontal bundle is integrable and gives rise to the
horizontal foliation by 3.25.2. Each point u ∈ E lies on a unique leaf L(u) such
that TvL(u) = HvE for each v ∈ L(u). The restriction p | L(u) is locally a
diffeomorphism, but in general it is neither surjective nor is it a covering onto
its image. This is seen by devising suitable horizontal foliations on the trivial
bundle pr2 : R× S1 → S1.

9.7. Local description. Let Φ be a connection on (E, p,M, S). Let us fix a
fiber bundle atlas (Uα) with transition functions (ψαβ), and let us consider the
connection ((ψα)−1)∗Φ ∈ Ω1(Uα × S;Uα × TS), which may be written in the
form

((ψα)−1)∗Φ)(ξx, ηy) =: −Γα(ξx, y) + ηy for ξx ∈ TxUα and ηy ∈ TyS,

since it reproduces vertical vectors. The Γα are given by

(0x,Γα(ξx, y)) := −T (ψα).Φ.T (ψα)−1.(ξx, 0y).

We consider Γα as an element of the space Ω1(Uα; X(S)), a 1-form on Uα with
values in the infinite dimensional Lie algebra X(S) of all vector fields on the
standard fiber. The Γα are called the Christoffel forms of the connection Φ with
respect to the bundle atlas (Uα, ψα).

Lemma. The transformation law for the Christoffel forms is

Ty(ψαβ(x, )).Γβ(ξx, y) = Γα(ξx, ψαβ(x, y))− Tx(ψαβ( , y)).ξx.

The curvature R of Φ satisfies

(ψ−1
α )∗R = dΓα + 1

2 [Γα,Γα]∧X(S).

Here dΓα is the exterior derivative of the 1-form Γα ∈ Ω1(Uα; X(S)) with
values in the complete locally convex space X(S). We will later also use the
Lie derivative of it and the usual formulas apply: consult [Frölicher, Kriegl, 88]
for calculus in infinite dimensional spaces. By [Γα,Γα]X(S) we just mean the
2-form (ξ, η) 7→ [Γα(ξ),Γα(η)]X(S). See 11.2 for the more sophisticated notation
1
2 [Γα,Γα]∧ for this.

The formula for the curvature is the Maurer-Cartan formula which in this
general setting appears only in the level of local description.

Proof. From (ψα ◦ (ψβ)−1)(x, y) = (x, ψαβ(x, y)) we get that
T (ψα ◦ (ψβ)−1).(ξx, ηy) = (ξx, T(x,y)(ψαβ).(ξx, ηy)) and thus:

T (ψ−1
β ).(0x,Γβ(ξx, y)) = −Φ(T (ψ−1

β )(ξx, 0y)) =
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= −Φ(T (ψ−1
α ).T (ψα ◦ ψ−1

β ).(ξx, 0y)) =

= −Φ(T (ψ−1
α )(ξx, T(x,y)(ψαβ)(ξx, 0y))) =

= −Φ(T (ψ−1
α )(ξx, 0ψαβ(x,y)))− Φ(T (ψ−1

α )(0x, T(x,y)ψαβ(ξx, 0y))) =

= T (ψ−1
α ).(0x,Γα(ξx, ψαβ(x, y)))− T (ψ−1

α )(0x, Tx(ψαβ( , y)).ξx).

This implies the transformation law.
For the curvature R of Φ we have by 9.4 and 9.5.3

(ψ−1
α )∗R ((ξ1, η1), (ξ2, η2)) =

= (ψ−1
α )∗Φ [(Id−(ψ−1

α )∗Φ)(ξ1, η1), (Id−(ψ−1
α )∗Φ)(ξ2, η2)] =

= (ψ−1
α )∗Φ[(ξ1,Γα(ξ1)), (ξ2,Γα(ξ2))] =

= (ψ−1
α )∗Φ

(
[ξ1, ξ2], ξ1Γα(ξ2)− ξ2Γα(ξ1) + [Γα(ξ1),Γα(ξ2)]

)
=

= −Γα([ξ1, ξ2]) + ξ1Γα(ξ2)− ξ2Γα(ξ1) + [Γα(ξ1),Γα(ξ2)] =

= dΓα(ξ1, ξ2) + [Γα(ξ1),Γα(ξ2)]X(S). �

9.8. Theorem (Parallel transport). Let Φ be a connection on a bundle
(E, p,M, S) and let c : (a, b)→M be a smooth curve with 0 ∈ (a, b), c(0) = x.

Then there is a neighborhood U of Ex × {0} in Ex × (a, b) and a smooth
mapping Ptc : U → E such that:

(1) p(Pt(c, ux, t)) = c(t) if defined, and Pt(c, ux, 0) = ux.
(2) Φ( ddt Pt(c, ux, t)) = 0 if defined.
(3) Reparametrisation invariance: If f : (a′, b′) → (a, b) is smooth with

0 ∈ (a′, b′), then Pt(c, ux, f(t)) = Pt(c ◦ f,Pt(c, ux, f(0)), t) if defined.
(4) U is maximal for properties (1) and (2).
(5) If the curve c depends smoothly on further parameters then Pt(c, ux, t)

depends also smoothly on those parameters.

First proof. In local bundle coordinates Φ( ddt Pt(c, ux, t)) = 0 is an ordinary
differential equation of first order, nonlinear, with initial condition Pt(c, ux, 0) =
ux. So there is a maximally defined local solution curve which is unique. All
further properties are consequences of uniqueness.

Second proof. Consider the pullback bundle (c∗E, c∗p, (a, b), S) and the pullback
connection c∗Φ on it. It has zero curvature, since the horizontal bundle is 1-
dimensional. By 9.6 the horizontal foliation exists and the parallel transport just
follows a leaf and we may map it back to E, in detail: Pt(c, ux, t) = p∗c((c∗p |
L(ux))−1(t)).

Third proof. Consider a fiber bundle atlas (Uα, ψα) as in 9.7. Then we have
ψα(Pt(c, ψ−1

α (x, y), t)) = (c(t), γ(y, t)), where

0 =
(
(ψ−1
α )∗Φ

) (
d
dtc(t),

d
dtγ(y, t)

)
= −Γα

(
d
dtc(t), γ(y, t)

)
+ d

dtγ(y, t),

so γ(y, t) is the integral curve (evolution line) through y ∈ S of the time depen-
dent vector field Γα

(
d
dtc(t)

)
on S. This vector field visibly depends smoothly

on c. Clearly local solutions exist and all properties follow. For (5) we refer to
[Michor, 83]. �
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9.9. A connection Φ on (E, p,M, S) is called a complete connection, if the par-
allel transport Ptc along any smooth curve c : (a, b)→M is defined on the whole
of Ec(0) × (a, b). The third proof of theorem 9.8 shows that on a fiber bundle
with compact standard fiber any connection is complete.

The following is a sufficient condition for a connection Φ to be complete:

There exists a fiber bundle atlas (Uα, ψα) and complete Riemannian met-
rics gα on the standard fiber S such that each Christoffel form Γα ∈
Ω1(Uα,X(S)) takes values in the linear subspace of gα-bounded vector
fields on S.

For in the third proof of theorem 9.8 above the time dependent vector field
Γα( ddtc(t)) on S is gα-bounded for compact time intervals. So by continuation
the solution exists over c−1(Uα), and thus globally.

A complete connection is called an Ehresmann connection in [Greub, Halperin,
Vanstone I, 72, p. 314], where it is also indicated how to prove the following
result.

Theorem. Each fiber bundle admits complete connections.

Proof. Let dimM = m. Let (Uα, ψα) be a fiber bundle atlas as in 9.1. By
topological dimension theory [Nagata, 65] the open cover (Uα) of M admits a
refinement such that any m+ 2 members have empty intersection, see also 1.1.
Let (Uα) itself have this property. Choose a smooth partition of unity (fα)
subordinated to (Uα). Then the sets Vα := {x : fα(x) > 1

m+2 } ⊂ Uα form still
an open cover of M since

∑
fα(x) = 1 and at most m + 1 of the fα(x) can be

nonzero. By renaming assume that each Vα is connected. Then we choose an
open cover (Wα) of M such that Wα ⊂ Vα.

Now let g1 and g2 be complete Riemannian metrics on M and S, respectively
(see [Nomizu - Ozeki, 61] or [Morrow, 70]). For not connected Riemannian
manifolds complete means that each connected component is complete. Then
g1|Uα × g2 is a Riemannian metric on Uα × S and we consider the metric g :=∑
fαψ

∗
α(g1|Uα × g2) on E. Obviously p : E → M is a Riemannian submersion

for the metrics g and g1. We choose now the connection Φ : TE → V E as the
orthonormal projection with respect to the Riemannian metric g.

Claim. Φ is a complete connection on E.
Let c : [0, 1] → M be a smooth curve. We choose a partition 0 = t0 <

t1 < · · · < tk = 1 such that c([ti, ti+1]) ⊂ Vαi for suitable αi. It suffices to
show that Pt(c(ti+ ), uc(ti), t) exists for all 0 ≤ t ≤ ti+1 − ti and all uc(ti),
for all i — then we may piece them together. So we may assume that c :
[0, 1] → Vα for some α. Let us now assume that for some (x, y) ∈ Vα × S
the parallel transport Pt(c, ψα(x, y), t) is defined only for t ∈ [0, t′) for some
0 < t′ < 1. By the third proof of 9.8 we have Pt(c, ψα(x, y), t) = ψ−1

α (c(t), γ(t)),
where γ : [0, t′) → S is the maximally defined integral curve through y ∈ S
of the time dependent vector field Γα( ddtc(t), ) on S. We put gα := (ψ−1

α )∗g,
then (gα)(x,y) = (g1)x × (

∑
β fβ(x)ψβα(x, )∗g2)y. Since pr1 : (Vα × S, gα) →

(Vα, g1|Vα) is a Riemannian submersion and since the connection (ψ−1
α )∗Φ is also
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given by orthonormal projection onto the vertical bundle, we get

∞ > g1-lengtht
′

0 (c) = gα-length(c, γ) =
∫ t′

0

|(c′(t), ddtγ(t))|gα dt =

=
∫ t′

0

√
|c′(t)|2g1

+
∑
βfβ(c(t))(ψαβ(c(t),−)∗g2)( ddtγ(t), ddtγ(t)) dt ≥

≥
∫ t′

0

√
fα(c(t)) | ddtγ(t)|g2 dt ≥

1√
m+ 2

∫ t′

0

| ddtγ(t)|g2dt.

So g2-lenght(γ) is finite and since the Riemannian metric g2 on S is complete,
limt→t′ γ(t) =: γ(t′) exists in S and the integral curve γ can be continued. �

9.10. Holonomy groups and Lie algebras. Let (E, p,M, S) be a fiber bun-
dle with a complete connection Φ, and let us assume that M is connected. We
choose a fixed base point x0 ∈M and we identify Ex0 with the standard fiber S.
For each closed piecewise smooth curve c : [0, 1] → M through x0 the parallel
transport Pt(c, , 1) =: Pt(c, 1) (pieced together over the smooth parts of c)
is a diffeomorphism of S. All these diffeomorphisms form together the group
Hol(Φ, x0), the holonomy group of Φ at x0, a subgroup of the diffeomorphism
group Diff(S). If we consider only those piecewise smooth curves which are ho-
motopic to zero, we get a subgroup Hol0(Φ, x0), called the restricted holonomy
group of the connection Φ at x0.

Now let C : TM ×M E → TE be the horizontal lifting as in 9.3, and let R
be the curvature (9.4) of the connection Φ. For any x ∈ M and Xx ∈ TxM
the horizontal lift C(Xx) := C(Xx, ) : Ex → TE is a vector field along Ex.
For Xx and Yx ∈ TxM we consider R(CXx, CYx) ∈ X(Ex). Now we choose
any piecewise smooth curve c from x0 to x and consider the diffeomorphism
Pt(c, t) : S = Ex0 → Ex and the pullback Pt(c, 1)∗R(CXx, CYx) ∈ X(S). Let
us denote by hol(Φ, x0) the closed linear subspace, generated by all these vector
fields (for all x ∈ M , Xx, Yx ∈ TxM and curves c from x0 to x) in X(S) with
respect to the compact C∞-topology (see [Hirsch, 76]), and let us call it the
holonomy Lie algebra of Φ at x0.

Lemma. hol(Φ, x0) is a Lie subalgebra of X(S).

Proof. For X ∈ X(M) we consider the local flow FlCXt of the horizontal lift of
X. It restricts to parallel transport along any of the flow lines of X in M . Then
for vector fields X,Y, U, V on M the expression

d
dt |0(FlCXs )∗(FlCYt )∗(FlCX−s )∗(FlCZz )∗R(CU,CV )|Ex0

= (FlCXs )∗[CY, (FlCX−s )∗(FlCZz )∗R(CU,CV )]|Ex0

= [(FlCXs )∗CY, (FlCZz )∗R(CU,CV )]|Ex0

is in hol(Φ, x0), since it is closed in the compact C∞-topology and the derivative
can be written as a limit. Thus

[(FlCXs )∗[CY1, CY2], (FlCZz )∗R(CU,CV )]|Ex0 ∈ hol(Φ, x0)
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by the Jacobi identity and

[(FlCXs )∗C[Y1, Y2], (FlCZz )∗R(CU,CV )]|Ex0 ∈ hol(Φ, x0),

so also their difference

[(FlCXs )∗R(CY1, CY2), (FlCZz )∗R(CU,CV )]|Ex0

is in hol(Φ, x0). �

9.11. The following theorem is a generalization of the theorem of Ambrose
and Singer on principal connections. The reader who does not know principal
connections is advised to read parts of sections 10 and 11 first. We include this
result here in order not to disturb the development in section 11 later.

Theorem. Let Φ be a complete connection on the fibre bundle (E, p,M, S) and
let M be connected. Suppose that for some (hence any) x0 ∈ M the holonomy
Lie algebra hol(Φ, x0) is finite dimensional and consists of complete vector fields
on the fiber Ex0

Then there is a principal bundle (P, p,M,G) with finite dimensional structure
group G, an irreducible connection ω on it and a smooth action of G on S such
that the Lie algebra g of G equals the holonomy Lie algebra hol(Φ, x0), the fibre
bundle E is isomorphic to the associated bundle P [S], and Φ is the connection
induced by ω. The structure group G equals the holonomy group Hol(Φ, x0). P
and ω are unique up to isomorphism.

By a theorem of [Palais, 57] a finite dimensional Lie subalgebra of X(Ex0)
like hol(Φ, x0) consists of complete vector fields if and only if it is generated by
complete vector fields as a Lie algebra.

Proof. Let us again identify Ex0 and S. Then g := hol(Φ, x0) is a finite dimen-
sional Lie subalgebra of X(S), and since each vector field in it is complete, there
is a finite dimensional connected Lie group G0 of diffeomorphisms of S with Lie
algebra g, see [Palais, 57].

Claim 1. G0 contains Hol0(Φ, x0), the restricted holonomy group.
Let f ∈ Hol0(Φ, x0), then f = Pt(c, 1) for a piecewise smooth closed curve c

through x0, which is nullhomotopic. Since the parallel transport is essentially
invariant under reparametrisation, 9.8, we can replace c by c ◦ g, where g is
smooth and flat at each corner of c. So we may assume that c itself is smooth.
Since c is homotopic to zero, by approximation we may assume that there is a
smooth homotopy H : R2 → M with H1|[0, 1] = c and H0|[0, 1] = x0. Then
ft := Pt(Ht, 1) is a curve in Hol0(Φ, x0) which is smooth as a mapping R×S → S.
The rest of the proof of claim 1 will follow.

Claim 2. ( ddtft) ◦ f
−1
t =: Zt is in g for all t.

To prove claim 2 we consider the pullback bundle H∗E → R
2 with the induced

connection H∗Φ. It is sufficient to prove claim 2 there. Let X = d
ds and Y = d

dt
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be the constant vector fields on R2, so [X,Y ] = 0. Then Pt(c, s) = FlCXs |S and
so on. We put

ft,s = FlCX−s ◦FlCY−t ◦FlCXs ◦FlCYt : S → S,

so ft,1 = ft. Then we have in the vector space X(S)

( ddtft,s) ◦ f
−1
t,s = −(FlCXs )∗CY + (FlCXs )∗(FlCYt )∗(FlCX−s )∗CY,

( ddtft,1) ◦ f−1
t,1 =

∫ 1

0

d
ds

(
( ddtft,s) ◦ f

−1
t,s

)
ds

=
∫ 1

0

(
−(FlCXs )∗[CX,CY ] + (FlCXs )∗[CX, (FlCYt )∗(FlCX−s )∗CY ]

−(FlCXs )∗(FlCYt )∗(FlCX−s )∗[CX,CY ]
)
ds.

Since [X,Y ] = 0 we have [CX,CY ] = Φ[CX,CY ] = R(CX,CY ) and

(FlCXt )∗CY = C
(

(FlXt )∗Y
)

+ Φ
(

(FlCXt )∗CY
)

= CY +
∫ t

0

d
dtΦ(FlCXt )∗CY dt

= CY +
∫ t

0

Φ(FlCXt )∗[CX,CY ] dt

= CY +
∫ t

0

Φ(FlCXt )∗R(CX,CY ) dt

= CY +
∫ t

0

(FlCXt )∗R(CX,CY ) dt.

The flows (FlC Xs)∗ and its derivative at 0 LCX = [CX, ] do not lead out of
g, thus all parts of the integrand above are in g. So ( ddtft,1) ◦ f−1

t,1 is in g for all
t and claim 2 follows.

Now claim 1 can be shown as follows. There is a unique smooth curve g(t)
in G0 satisfying Te(ρg(t))Zt = Zt.g(t) = d

dtg(t) and g(0) = e; via the action of
G0 on S the curve g(t) is a curve of diffeomorphisms on S, generated by the
time dependent vector field Zt, so g(t) = ft and f = f1 is in G0. So we get
Hol0(Φ, x0) ⊆ G0.

Claim 3. Hol0(Φ, x0) equals G0.
In the proof of claim 1 we have seen that Hol0(Φ, x0) is a smoothly arcwise

connected subgroup of G0, so it is a connected Lie subgroup by the results cited
in 5.6. It suffices thus to show that the Lie algebra g of G0 is contained in the
Lie algebra of Hol0(Φ, x0), and for that it is enough to show, that for each ξ in a
linearly spanning subset of g there is a smooth mapping f : [−1, 1]×S → S such
that the associated curve f̌ lies in Hol0(Φ, x0) with f̌ ′(0) = 0 and f̌ ′′(0) = ξ.

By definition we may assume ξ = Pt(c, 1)∗R(CXx, CYx) for Xx, Yx ∈ TxM
and a smooth curve c in M from x0 to x. We extend Xx and Yx to vector fields
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X and Y ∈ X(M) with [X,Y ] = 0 near x. We may also suppose that Z ∈ X(M)
is a vector field which extends c′(t) along c(t): if c is simple we approximate it
by an embedding and can consequently extend c′(t) to such a vector field. If c
is not simple we do this for each simple piece of c and have then several vector
fields Z instead of one below. So we have

ξ = (FlCZ1 )∗R(CX,CY ) = (FlCZ1 )∗[CX,CY ] since [X,Y ](x) = 0

= (FlCZ1 )∗ 1
2
d2

dt2 |t=0(FlCY−t ◦FlCX−t ◦FlCYt ◦FlCXt ) by 3.16

= 1
2
d2

dt2 |t=0(FlCZ−1 ◦FlCY−t ◦FlCX−t ◦FlCYt ◦FlCXt ◦FlCZ1 ),

where the parallel transport in the last equation first follows c from x0 to x, then
follows a small closed parallelogram near x in M (since [X,Y ] = 0 near x) and
then follows c back to x0. This curve is clearly nullhomotopic.

Step 4. Now we make Hol(Φ, x0) into a Lie group which we call G, by taking
Hol0(Φ, x0) = G0 as its connected component of the identity. Then the quotient
group Hol(Φ, x0)/Hol0(Φ, x0) is countable, since the fundamental group π1(M)
is countable (by Morse theory M is homotopy equivalent to a countable CW-
complex).

Step 5. Construction of a cocycle of transition functions with values in G. Let
(Uα, uα : Uα → R

m) be a locally finite smooth atlas for M such that each
uα : Uα → R

m) is surjective. Put xα := u−1
α (0) and choose smooth curves cα :

[0, 1]→M with cα(0) = x0 and cα(1) = xα. For each x ∈ Uα let cxα : [0, 1]→M
be the smooth curve t 7→ u−1

α (t.uα(x)), then cxα connects xα and x and the
mapping (x, t) 7→ cxα(t) is smooth Uα× [0, 1]→M . Now we define a fibre bundle
atlas (Uα, ψα : E|Uα → Uα×S) by ψ−1

α (x, s) = Pt(cxα, 1) Pt(cα, 1) s. Then ψα is
smooth since Pt(cxα, 1) = FlCXx1 for a local vector field Xx depending smoothly
on x. Let us investigate the transition functions.

ψαψ
−1
β (x, s) =

(
x,Pt(cα, 1)−1 Pt(cxα, 1)−1 Pt(cxβ , 1) Pt(cβ , 1) s

)
=
(
x,Pt(cβ .cxβ .(c

x
α)−1.(cα)−1, 4) s

)
=: (x, ψαβ(x) s), where ψαβ : Uαβ → G.

Clearly ψβα : Uβα × S → S is smooth which implies that ψβα : Uβα → G is
also smooth. (ψαβ) is a cocycle of transition functions and we use it to glue
a principal bundle with structure group G over M which we call (P, p,M,G).
From its construction it is clear that the associated bundle P [S] = P×GS equals
(E, p,M, S).

Step 6. Lifting the connection Φ to P .
For this we have to compute the Christoffel symbols of Φ with respect to the
atlas of step 5. To do this directly is quite difficult since we have to differentiate
the parallel transport with respect to the curve. Fortunately there is another
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way. Let c : [0, 1]→ Uα be a smooth curve. Then we have

ψα(Pt(c, t)ψ−1
α (c(0), s)) =

=
(
c(t),Pt((cα)−1, 1) Pt((cc(0)

α )−1, 1) Pt(c, t) Pt(cc(0)
α , 1) Pt(cα, 1)s

)
= (c(t), γ(t).s),

where γ(t) is a smooth curve in the holonomy group G. Let Γα ∈ Ω1(Uα,X(S))
be the Christoffel symbol of the connection Φ with respect to the chart (Uα, ψα).
From the third proof of theorem 9.8 we have

ψα(Pt(c, t)ψ−1
α (c(0), s)) = (c(t), γ̄(t, s)),

where γ̄(t, s) is the integral curve through s of the time dependent vector field
Γα( ddtc(t)) on S. But then we get

Γα( ddtc(t))(γ̄(t, s)) = d
dt γ̄(t, s) = d

dt (γ(t).s) = ( ddtγ(t)).s,

Γα( ddtc(t)) = ( ddtγ(t)) ◦ γ(t)−1 ∈ g.

So Γα takes values in the Lie sub algebra of fundamental vector fields for the
action of G on S. By theorem 11.9 below the connection Φ is thus induced by a
principal connection ω on P . Since by 11.8 the principal connection ω has the
‘same’ holonomy group as Φ and since this is also the structure group of P , the
principal connection ω is irreducible, see 11.7. �

10. Principal fiber bundles and G-bundles

10.1. Definition. Let G be a Lie group and let (E, p,M, S) be a fiber bundle
as in 9.1. A G-bundle structure on the fiber bundle consists of the following
data:

(1) A left action ` : G× S → S of the Lie group on the standard fiber.
(2) A fiber bundle atlas (Uα, ψα) whose transition functions (ψαβ) act on S

via the G-action: There is a family of smooth mappings (ϕαβ : Uαβ → G)
which satisfies the cocycle condition ϕαβ(x)ϕβγ(x) = ϕαγ(x) for x ∈
Uαβγ and ϕαα(x) = e, the unit in the group, such that ψαβ(x, s) =
`(ϕαβ(x), s) = ϕαβ(x).s.

A fiber bundle with a G-bundle structure is called a G-bundle. A fiber bundle
atlas as in (2) is called a G-atlas and the family (ϕαβ) is also called a cocycle of
transition functions, but now for the G-bundle. G is called the structure group
of the bundle.

To be more precise, two G-atlases are said to be equivalent (to describe the
same G-bundle), if their union is also a G-atlas. This translates as follows to
the two cocycles of transition functions, where we assume that the two coverings
of M are the same (by passing to the common refinement, if necessary): (ϕαβ)
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and (ϕ′αβ) are called cohomologous if there is a family (τα : Uα → G) such that
ϕαβ(x) = τα(x)−1.ϕ′αβ(x).τβ(x) holds for all x ∈ Uαβ , compare with 6.4.

In (2) one should specify only an equivalence class of G-bundle structures
or only a cohomology class of cocycles of G-valued transition functions. The
proof of 6.4 now shows that from any open cover (Uα) of M , some cocycle of
transition functions (ϕαβ : Uαβ → G) for it, and a left G-action on a manifold
S, we may construct a G-bundle, which depends only on the cohomology class
of the cocycle. By some abuse of notation we write (E, p,M, S,G) for a fiber
bundle with specified G-bundle structure.

Examples. The tangent bundle of a manifold M is a fiber bundle with structure
group GL(m). More general a vector bundle (E, p,M, V ) as in 6.1 is a fiber
bundle with standard fiber the vector space V and with GL(V )-structure.

10.2. Definition. A principal (fiber) bundle (P, p,M,G) is a G-bundle with
typical fiber a Lie group G, where the left action of G on G is just the left
translation.

So by 10.1 we are given a bundle atlas (Uα, ϕα : P |Uα → Uα × G) such
that we have ϕαϕ−1

β (x, a) = (x, ϕαβ(x).a) for the cocycle of transition functions
(ϕαβ : Uαβ → G). This is now called a principal bundle atlas. Clearly the
principal bundle is uniquely specified by the cohomology class of its cocycle of
transition functions.

Each principal bundle admits a unique right action r : P ×G→ P , called the
principal right action, given by ϕα(r(ϕ−1

α (x, a), g)) = (x, ag). Since left and right
translation on G commute, this is well defined. As in 5.10 we write r(u, g) = u.g
when the meaning is clear. The principal right action is visibly free and for any
ux ∈ Px the partial mapping rux = r(ux, ) : G→ Px is a diffeomorphism onto
the fiber through ux, whose inverse is denoted by τux : Px → G. These inverses
together give a smooth mapping τ : P ×M P → G, whose local expression is
τ(ϕ−1

α (x, a), ϕ−1
α (x, b)) = a−1.b. This mapping is also uniquely determined by

the implicit equation r(ux, τ(ux, vx)) = vx, thus we also have τ(ux.g, u′x.g
′) =

g−1.τ(ux, u′x).g′ and τ(ux, ux) = e.
When considering principal bundles the reader should think of frame bundles

as the foremost examples for this book. They will be treated in 10.11 below.

10.3. Lemma. Let p : P →M be a surjective submersion (a fibered manifold),
and let G be a Lie group which acts freely on P from the right such that the
orbits of the action are exactly the fibers p−1(x) of p. Then (P, p,M,G) is a
principal fiber bundle.

If the action is a left one we may turn it into a right one by using the group
inversion if necessary.

Proof. Let sα : Uα → P be local sections (right inverses) for p : P →M such that
(Uα) is an open cover of M . Let ϕ−1

α : Uα ×G→ P |Uα be given by ϕ−1
α (x, a) =

sα(x).a, which is obviously injective with invertible tangent mapping, so its
inverse ϕα : P |Uα → Uα × G is a fiber respecting diffeomorphism. So (Uα, ϕα)
is already a fiber bundle atlas. Let τ : P ×M P → G be given by the implicit
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equation r(ux, τ(ux, u′x)) = u′x, where r is the right G-action. τ is smooth
by the implicit function theorem and clearly we have τ(ux, u′x.g) = τ(ux, u′x).g
and ϕα(ux) = (x, τ(sα(x), ux)). Thus we have ϕαϕ−1

β (x, g) = ϕα(sβ(x).g) =
(x, τ(sα(x), sβ(x).g)) = (x, τ(sα(x), sβ(x)).g) and (Uα, ϕα) is a principal bundle
atlas. �

10.4. Remarks. In the proof of lemma 10.3 we have seen, that a principal
bundle atlas of a principal fiber bundle (P, p,M,G) is already determined if we
specify a family of smooth sections of P , whose domains of definition cover the
base M .

Lemma 10.3 can serve as an equivalent definition for a principal bundle. But
this is true only if an implicit function theorem is available, so in topology
or in infinite dimensional differential geometry one should stick to our original
definition.

From the lemma itself it follows, that the pullback f∗P over a smooth mapping
f : M ′ →M is again a principal fiber bundle.

10.5. Homogeneous spaces. Let G be a Lie group with Lie algebra g. Let K
be a closed subgroup of G, then by theorem 5.5 K is a closed Lie subgroup whose
Lie algebra will be denoted by k. By theorem 5.11 there is a unique structure
of a smooth manifold on the quotient space G/K such that the projection p :
G → G/K is a submersion, so by the implicit function theorem p admits local
sections.

Theorem. (G, p,G/K,K) is a principal fiber bundle.

Proof. The group multiplication of G restricts to a free right action µ : G×K →
G, whose orbits are exactly the fibers of p. By lemma 10.3 the result follows. �

For the convenience of the reader we discuss now the best known homogeneous
spaces.

The group SO(n) acts transitively on Sn−1 ⊂ Rn. The isotropy group of the
‘north pole’ (1, 0, . . . , 0) is the subgroup(

1 0
0 SO(n− 1)

)
which we identify with SO(n− 1). So Sn−1 = SO(n)/SO(n− 1) and we have a
principal fiber bundle (SO(n), p, Sn−1, SO(n− 1)). Likewise
(O(n), p, Sn−1, O(n− 1)),
(SU(n), p, S2n−1, SU(n− 1)),
(U(n), p, S2n−1, U(n− 1)), and
(Sp(n), p, S4n−1, Sp(n− 1)) are principal fiber bundles.

The Grassmann manifold G(k, n;R) is the space of all k-planes containing 0
in Rn. The group O(n) acts transitively on it and the isotropy group of the
k-plane Rk × {0} is the subgroup(

O(k) 0
0 O(n− k)

)
,
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therefore G(k, n;R) = O(n)/O(k)×O(n− k) is a compact manifold and we get
the principal fiber bundle (O(n), p,G(k, n;R), O(k)×O(n− k)). Likewise
(SO(n), p, G̃(k, n;R), SO(k)× SO(n− k)),
(U(n), p,G(k, n;C), U(k)× U(n− k)), and
(Sp(n), p,G(k, n;H), Sp(k)× Sp(n− k)) are principal fiber bundles.

The Stiefel manifold V (k, n;R) is the space of all orthonormal k-frames in
R
n. Clearly the group O(n) acts transitively on V (k, n;R) and the isotropy

subgroup of (e1, . . . , ek) is Ik × O(n − k), so V (k, n;R) = O(n)/O(n − k) is a
compact manifold and (O(n), p, V (k, n;R), O(n− k)) is a principal fiber bundle.
But O(k) also acts from the right on V (k, n;R), its orbits are exactly the fibers
of the projection p : V (k, n;R) → G(k, n;R). So by lemma 10.3 we get a prin-
cipal fiber bundle (V (k, n,R), p,G(k, n;R), O(k)). Indeed we have the following
diagram where all arrows are projections of principal fiber bundles, and where
the respective structure groups are written on the arrows:

(a)

O(n) w
O(n− k)

u
O(k)

V (k, n;R)

u
O(k)

V (n− k, n;R) w
O(n− k)

G(k, n;R)

It is easy to see that V (k, n) is also diffeomorphic to the space {A ∈ L(Rk,Rn) :
At.A = Ik }, i.e. the space of all linear isometries Rk → R

n. There are further-
more complex and quaternionic versions of the Stiefel manifolds.

Further examples will be given by means of jets in section 12.

10.6. Homomorphisms. Let χ : (P, p,M,G)→ (P ′, p′,M ′, G) be a principal
fiber bundle homomorphism, i.e. a smooth G-equivariant mapping χ : P → P ′.
Then obviously the diagram

(a)

P w
χ

u
p

P ′

u p
′

M wχ M ′

commutes for a uniquely determined smooth mapping χ : M → M ′. For each
x ∈ M the mapping χx := χ|Px : Px → P ′χ(x) is G-equivariant and therefore a
diffeomorphism, so diagram (a) is a pullback diagram. We denote by PB(G) the
category of principal G-bundles and their homomorphisms.

But the most general notion of a homomorphism of principal bundles is the
following. Let Φ : G→ G′ be a homomorphism of Lie groups. χ : (P, p,M,G)→
(P ′, p′,M ′, G′) is called a homomorphism over Φ of principal bundles, if χ : P →
P ′ is smooth and χ(u.g) = χ(u).Φ(g) holds for all u ∈ P and g ∈ G. Then χ is
fiber respecting, so diagram (a) makes again sense, but it is no longer a pullback
diagram in general. Thus we obtain the category PB of principal bundles and
their homomorphisms.
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If χ covers the identity on the base, it is called a reduction of the structure
group G′ to G for the principal bundle (P ′, p′,M ′, G′) — the name comes from
the case, when Φ is the embedding of a subgroup.

By the universal property of the pullback any general homomorphism χ of
principal fiber bundles over a group homomorphism can be written as the com-
position of a reduction of structure groups and a pullback homomorphism as
follows, where we also indicate the structure groups:

(b)

(P,G) w�������
p

(χ∗P ′, G′) w

u

(P ′, G′)

u
p′

M w
χ

M ′.

10.7. Associated bundles. Let (P, p,M,G) be a principal bundle and let
` : G × S → S be a left action of the structure group G on a manifold S. We
consider the right action R : (P × S) × G → P × S, given by R((u, s), g) =
(u.g, g−1.s).

Theorem. In this situation we have:

(1) The space P ×G S of orbits of the action R carries a unique smooth
manifold structure such that the quotient map q : P × S → P ×G S is a
submersion.

(2) (P×GS, p̄,M, S,G) is a G-bundle in a canonical way, where p̄ : P×GS →
M is given by

(a)

P × S w
q

u
pr1

P ×G S

u
p̄

P w
p

M.

In this diagram qu : {u}×S → (P ×GS)p(u) is a diffeomorphism for each
u ∈ P .

(3) (P × S, q, P ×G S,G) is a principal fiber bundle with principal action R.
(4) If (Uα, ϕα : P |Uα → Uα × G) is a principal bundle atlas with cocycle

of transition functions (ϕαβ : Uαβ → G), then together with the left
action ` : G × S → S this cocycle is also one for the G-bundle (P ×G
S, p̄,M, S,G).

Notation. (P ×G S, p̄,M, S,G) is called the associated bundle for the action
` : G × S → S. We will also denote it by P [S, `] or simply P [S] and we will
write p for p̄ if no confusion is possible. We also define the smooth mapping
τS = τ : P ×M P [S, `]→ S by τ(ux, vx) := q−1

ux (vx). It satisfies τ(u, q(u, s)) = s,
q(ux, τ(ux, vx)) = vx, and τ(ux.g, vx) = g−1.τ(ux, vx). In the special situation,
where S = G and the action is left translation, so that P [G] = P , this mapping
coincides with τ = τG considered in 10.2. We denote by {u, s} ∈ P ×G S the
G-orbit through (u, s) ∈ P × S.
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Proof. In the setting of the diagram in (2) the mapping p ◦ pr1 is constant on
the R-orbits, so p̄ exists as a mapping. Let (Uα, ϕα : P |Uα → Uα × G) be a
principal bundle atlas with transition functions (ϕαβ : Uαβ → G). We define
ψ−1
α : Uα×S → p̄−1(Uα) ⊂ P ×G S by ψ−1

α (x, s) = q(ϕ−1
α (x, e), s), which is fiber

respecting. For each orbit in p̄−1(x) ⊂ P ×G S there is exactly one s ∈ S such
that this orbit passes through (ϕ−1

α (x, e), s), namely s = τG(ux, ϕ−1
α (x, e))−1.s′

if (ux, s′) is the orbit, since the principal right action is free. Thus ψ−1
α (x, ) :

S → p̄−1(x) is bijective. Furthermore

ψ−1
β (x, s) = q(ϕ−1

β (x, e), s)

= q(ϕ−1
α (x, ϕαβ(x).e), s) = q(ϕ−1

α (x, e).ϕαβ(x), s)

= q(ϕ−1
α (x, e), ϕαβ(x).s) = ψ−1

α (x, ϕαβ(x).s),

so ψαψ−1
β (x, s) = (x, ϕαβ(x).s) So (Uα, ψα) is a G-atlas for P ×G S and makes

it into a smooth manifold and a G-bundle. The defining equation for ψα shows
that q is smooth and a submersion and consequently the smooth structure on
P ×G S is uniquely defined, and p̄ is smooth by the universal properties of a
submersion.

By the definition of ψα the diagram

(b)

p−1(Uα)× S w
ϕα × Id

u
q

Uα ×G× S

u
Id×`

p̄−1(Uα) w
ψα Uα × S

commutes; since its lines are diffeomorphisms we conclude that qu : {u} × S →
p̄−1(p(u)) is a diffeomorphism. So (1), (2), and (4) are checked.
(3) follows directly from lemma 10.3. �

10.8. Corollary. Let (E, p,M, S,G) be a G-bundle, specified by a cocycle of
transition functions (ϕαβ) with values in G and a left action ` of G on S. Then
from the cocycle of transition functions we may glue a unique principal bundle
(P, p,M,G) such that E = P [S, `]. �

This is the usual way a differential geometer thinks of an associated bundle.
He is given a bundle E, a principal bundle P , and the G-bundle structure then
is described with the help of the mappings τ and q. We remark that in standard
differential geometric situations, the elements of the principal fiber bundle P play
the role of certain frames for the individual fibers of each associated fiber bundle
E = P [S, `]. Every frame u ∈ Px is interpreted as the above diffeomorphism
qu : S → Ex.

10.9. Equivariant mappings and associated bundles.
1. Let (P, p,M,G) be a principal fiber bundle and consider two left actions

of G, ` : G × S → S and `′ : G × S′ → S′. Let furthermore f : S → S′ be
a G-equivariant smooth mapping, so f(g.s) = g.f(s) or f ◦ `g = `′g ◦ f . Then
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IdP ×f : P ×S → P ×S′ is equivariant for the actions R : (P ×S)×G→ P ×S
and R′ : (P×S′)×G→ P×S′ and is thus a homomorphism of principal bundles,
so there is an induced mapping

(a)

P × S w
Id×f

u
q

P × S′

u q
′

P ×G S w
Id×Gf P ×G S′,

which is fiber respecting over M , and a homomorphism of G-bundles in the sense
of the definition 10.10 below.

2. Let χ : (P, p,M,G)→ (P ′, p′,M ′, G) be a homomorphism of principal fiber
bundles as in 10.6. Furthermore we consider a smooth left action ` : G×S → S.
Then χ× IdS : P × S → P ′ × S is G-equivariant (a homomorphism of principal
fiber bundles) and induces a mapping χ×GIdS : P×GS → P ′×GS, which is fiber
respecting over M , fiber wise a diffeomorphism, and again a homomorphism of
G-bundles in the sense of definition 10.10 below.

3. Now we consider the situation of 1 and 2 at the same time. We have two
associated bundles P [S, `] and P ′[S′, `′]. Let χ : (P, p,M,G)→ (P ′, p′,M ′, G) be
a homomorphism principal fiber bundles and let f : S → S′ be an G-equivariant
mapping. Then χ× f : P × S → P ′ × S′ is clearly G-equivariant and therefore
induces a mapping χ×G f : P [S, `]→ P ′[S′, `′] which again is a homomorphism
of G-bundles.

4. Let S be a point. Then P [S] = P ×G S = M . Furthermore let y ∈ S′ be
a fixed point of the action `′ : G × S′ → S′, then the inclusion i : {y} ↪→ S′ is
G-equivariant, thus IdP ×i induces the mapping IdP ×Gi : M = P [{y}]→ P [S′],
which is a global section of the associated bundle P [S′].

If the action of G on S is trivial, so g.s = s for all s ∈ S, then the associ-
ated bundle is trivial: P [S] = M × S. For a trivial principal fiber bundle any
associated bundle is trivial.

10.10. Definition. In the situation of 10.9, a smooth fiber respecting mapping
γ : P [S, `] → P ′[S′, `′] covering a smooth mapping γ : M → M ′ of the bases is
called a homomorphism of G-bundles, if the following conditions are satisfied:
P is isomorphic to the pullback γ∗P ′, and the local representations of γ in
pullback-related fiber bundle atlases belonging to the two G-bundles are fiber
wise G-equivariant.

Let us describe this in more detail now. Let (U ′α, ψ
′
α) be a G-atlas for P ′[S′, `′]

with cocycle of transition functions (ϕ′αβ), belonging to the principal fiber bundle
atlas (U ′α, ϕ

′
α) of (P ′, p′,M ′, G). Then the pullback-related principal fiber bundle

atlas (Uα = γ−1(U ′α), ϕα) for P = γ∗P ′ as described in the proof of 9.5 has the
cocycle of transition functions (ϕαβ = ϕ′αβ ◦ γ); it induces the G-atlas (Uα, ψα)
for P [S, `]. Then (ψ′α ◦ γ ◦ ψ−1

α )(x, s) = (γ(x), γα(x, s)) and γα(x, ) : S → S′

is required to be G-equivariant for all α and all x ∈ Uα.
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Lemma. Let γ : P [S, `] → P ′[S′, `′] be a homomorphism of G-bundles as de-
fined above. Then there is a homomorphism χ : (P, p,M,G) → (P ′, p′,M ′, G)
of principal bundles and a G-equivariant mapping f : S → S′ such that γ =
χ×G f : P [S, `]→ P ′[S′, `′].

Proof. The homomorphism χ : (P, p,M,G) → (P ′, p′,M ′, G) of principal fiber
bundles is already determined by the requirement that P = γ∗P ′, and we have
γ = χ. The G-equivariant mapping f : S → S′ can be read off the following
diagram which by the assumptions is seen to be well defined in the right column:

(a)

P ×M P [S] wτS

u
χ×M γ

S

u
f

P ′ ×M ′ P ′[S′] wτS
′

S′ �

So a homomorphism of G-bundles is described by the whole triple (χ : P →
P ′, f : S → S′ (G-equivariant), γ : P [S] → P ′[S′]), such that diagram (a)
commutes.

10.11. Associated vector bundles. Let (P, p,M,G) be a principal fiber bun-
dle, and consider a representation ρ : G → GL(V ) of G on a finite dimensional
vector space V . Then P [V, ρ] is an associated fiber bundle with structure group
G, but also with structure group GL(V ), for in the canonically associated fiber
bundle atlas the transition functions have also values in GL(V ). So by section 6
P [V, ρ] is a vector bundle.

Now let F be a covariant smooth functor from the category of finite dimen-
sional vector spaces and linear mappings into itself, as considered in section
6.7. Then clearly F ◦ ρ : G → GL(V ) → GL(F(V )) is another representa-
tion of G and the associated bundle P [F(V ),F ◦ ρ] coincides with the vector
bundle F(P [V, ρ]) constructed with the method of 6.7, but now it has an ex-
tra G-bundle structure. For contravariant functors F we have to consider the
representation F ◦ ρ ◦ ν, similarly for bifunctors. In particular the bifunctor
L(V,W ) may be applied to two different representations of two structure groups
of two principal bundles over the same base M to construct a vector bundle
L(P [V, ρ], P ′[V ′, ρ′]) = (P ×M P ′)[L(V, V ′), L ◦ ((ρ ◦ ν)× ρ′)].

If (E, p,M) is a vector bundle with n-dimensional fibers we may consider
the open subset GL(Rn, E) ⊂ L(M × Rn, E), a fiber bundle over the base M ,
whose fiber over x ∈ M is the space GL(Rn, Ex) of all invertible linear map-
pings. Composition from the right by elements of GL(n) gives a free right
action on GL(Rn, E) whose orbits are exactly the fibers, so by lemma 10.3 we
have a principal fiber bundle (GL(Rn, E), p,M,GL(n)). The associated bundle
GL(Rn, E)[Rn] for the standard representation of GL(n) on Rn is isomorphic
to the vector bundle (E, p,M) we started with, for the evaluation mapping
ev : GL(Rn, E) × Rn → E is invariant under the right action R of GL(n), and
locally in the image there are smooth sections to it, so it factors to a fiber linear
diffeomorphism GL(Rn, E)[Rn] = GL(Rn, E) ×GL(n) R

n → E. The principal
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bundle GL(Rn, E) is called the linear frame bundle of E. Note that local sec-
tions of GL(Rn, E) are exactly the local frame fields of the vector bundle E as
discussed in 6.5.

To illustrate the notion of reduction of structure group, we consider now
a vector bundle (E, p,M,Rn) equipped with a Riemannian metric g, that is
a section g ∈ C∞(S2E∗) such that gx is a positive definite inner product on
Ex for each x ∈ M . Any vector bundle admits Riemannian metrics: local
existence is clear and we may glue with the help of a partition of unity on
M , since the positive definite sections form an open convex subset. Now let
s′ = (s′1, . . . , s

′
n) ∈ C∞(GL(Rn, E)|U) be a local frame field of the bundle E

over U ⊂ M . Now we may apply the Gram-Schmidt orthonormalization pro-
cedure to the basis (s1(x), . . . , sn(x)) of Ex for each x ∈ U . Since this proce-
dure is smooth (even real analytic), we obtain a frame field s = (s1, . . . , sn)
of E over U which is orthonormal with respect to g. We call it an orthonor-
mal frame field. Now let (Uα) be an open cover of M with orthonormal frame
fields sα = (sα1 , . . . , s

α
n), where sα is defined on Uα. We consider the vector

bundle charts (Uα, ψα : E|Uα → Uα × Rn) given by the orthonormal frame
fields: ψ−1

α (x, v1, . . . , vn) =
∑
sαi (x).vi =: sα(x).v. For x ∈ Uαβ we have

sαi (x) =
∑
sβj (x).gβα

j
i (x) for C∞-functions gαβ

j
i : Uαβ → R. Since sα(x) and

sβ(x) are both orthonormal bases of Ex, the matrix gαβ(x) = (gαβ
j
i (x)) is an

element of O(n). We write sα = sβ .gβα for short. Then we have ψ−1
β (x, v) =

sβ(x).v = sα(x).gαβ(x).v = ψ−1
α (x, gαβ(x).v) and consequently ψαψ

−1
β (x, v) =

(x, gαβ(x).v). So the (gαβ : Uαβ → O(n)) are the cocycle of transition functions
for the vector bundle atlas (Uα, ψα). So we have constructed an O(n)-structure
on E. The corresponding principal fiber bundle will be denoted by O(Rn, (E, g));
it is usually called the orthonormal frame bundle of E. It is derived from the
linear frame bundle GL(Rn, E) by reduction of the structure group from GL(n)
to O(n). The phenomenon discussed here plays a prominent role in the theory
of classifying spaces.

10.12. Sections of associated bundles. Let (P, p,M,G) be a principal fiber
bundle and ` : G × S → S a left action. Let C∞(P, S)G denote the space
of all smooth mappings f : P → S which are G-equivariant in the sense that
f(u.g) = g−1.f(u) holds for g ∈ G and u ∈ P .

Theorem. The sections of the associated bundle P [S, `] correspond exactly
to the G-equivariant mappings P → S; we have a bijection C∞(P, S)G ∼=
C∞(P [S]).

Proof. If f ∈ C∞(P, S)G we get sf ∈ C∞(P [S]) by the following diagram:

(a)

P w
(Id, f)

u
p

P × S

u
q

M w
sf

P [S]

which exists by 10.9 since graph(f) = (Id, f) : P → P × S is G-equivariant:
(Id, f)(u.g) = (u.g, f(u.g)) = (u.g, g−1.f(u)) = ((Id, f)(u)).g.
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If conversely s ∈ C∞(P [S]) we define fs ∈ C∞(P, S)G by fs := τ◦(IdP ×Ms) :
P = P ×M M → P ×M P [S] → S. This is G-equivariant since fs(ux.g) =
τ(ux.g, s(x)) = g−1.τ(ux, s(x)) = g−1.fs(ux) by 10.7. The two constructions are
inverse to each other since we have fs(f)(u) = τ(u, sf (p(u))) = τ(u, q(u, f(u))) =
f(u) and sf(s)(p(u)) = q(u, fs(u)) = q(u, τ(u, s(p(u))) = s(p(u)). �

The G-mapping fs : P → S determined by a section s of P [S] will be called
the frame form of the section s.

10.13. Theorem. Consider a principal fiber bundle (P, p,M,G) and a closed
subgroup K of G. Then the reductions of structure group from G to K corre-
spond bijectively to the global sections of the associated bundle P [G/K, λ̄] in a
canonical way, where λ̄ : G×G/K → G/K is the left action on the homogeneous
space from 5.11.

Proof. By theorem 10.12 the section s ∈ C∞(P [G/K]) corresponds to fs ∈
C∞(P,G/K)G, which is a surjective submersion since the action λ̄ : G×G/K →
G/K is transitive. Thus Ps := f−1

s (ē) is a submanifold of P which is stable under
the right action of K on P . Furthermore the K-orbits are exactly the fibers of
the mapping p : Ps → M , so by lemma 10.3 we get a principal fiber bundle
(Ps, p,M,K). The embedding Ps ↪→ P is then a reduction of structure groups
as required.

If conversely we have a principal fiber bundle (P ′, p′,M,K) and a reduction of
structure groups χ : P ′ → P , then χ is an embedding covering the identity of M
and is K-equivariant, so we may view P ′ as a sub fiber bundle of P which is stable
under the right action of K. Now we consider the mapping τ : P ×M P → G
from 10.2 and restrict it to P ×M P ′. Since we have τ(ux, vx.k) = τ(ux, vx).k
for k ∈ K this restriction induces f : P → G/K by

P ×M P ′ wτ

u

G

u
p

P = P ×M P ′/K w
f

G/K;

and from τ(ux.g, vx) = g−1.τ(ux, vx) it follows that f is G-equivariant as re-
quired. Finally f−1(ē) = {u ∈ P : τ(u, P ′p(u)) ⊆ K } = P ′, so the two construc-
tions are inverse to each other. �

10.14. The bundle of gauges. If (P, p,M,G) is a principal fiber bundle we
denote by Aut(P ) the group of all G-equivariant diffeomorphisms χ : P → P .
Then p ◦ χ = χ ◦ p for a unique diffeomorphism χ of M , so there is a group
homomorphism from Aut(P ) into the group Diff(M) of all diffeomorphisms of
M . The kernel of this homomorphism is called Gau(P ), the group of gauge
transformations. So Gau(P ) is the space of all χ : P → P which satisfy p◦χ = p
and χ(u.g) = χ(u).g.

Theorem. The group Gau(P ) of gauge transformations is equal to the space
C∞(P, (G, conj))G ∼= C∞(P [G, conj]).
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Proof. We use again the mapping τ : P ×M P → G from 10.2. For χ ∈
Gau(P ) we define fχ ∈ C∞(P, (G, conj))G by fχ := τ ◦ (Id, χ). Then fχ(u.g) =
τ(u.g, χ(u.g)) = g−1.τ(u, χ(u)).g = conjg−1 fχ(u), so fχ is indeed G-equivariant.

If conversely f ∈ C∞(P, (G, conj))G is given, we define χf : P → P by
χf (u) := u.f(u). It is easy to check that χf is indeed in Gau(P ) and that the
two constructions are inverse to each other. �

10.15. The tangent bundles of homogeneous spaces. Let G be a Lie
group and K a closed subgroup, with Lie algebras g and k, respectively. We
recall the mapping AdG : G→ AutLie(g) from 4.24 and put AdG,K := AdG |K :
K → AutLie(g). For X ∈ k and k ∈ K we have AdG,K(k)X = AdG(k)X =
AdK(k)X ∈ k, so k is an invariant subspace for the representation AdG,K of K
in g, and we have the factor representation Ad⊥ : K → GL(g/k). Then

(a) 0→ k→ g→ g/k→ 0

is short exact and K-equivariant.
Now we consider the principal fiber bundle (G, p,G/K,K) and the associated

vector bundles G[g/k,Ad⊥] and G[k,AdK ].

Theorem. In these circumstances we have
T (G/K) = G[g/k,Ad⊥] = (G×K g/k, p,G/K, g/k).

The left action g 7→ T (λ̄g) of G on T (G/K) corresponds to the canonical left

action of G on G×K g/k. Furthermore G[g/k,Ad⊥]⊕G[k,AdK ] is a trivial vector
bundle.

Proof. For p : G → G/K we consider the tangent mapping Tep : g → Tē(G/K)
which is linear and surjective and induces a linear isomorphism Tep : g/k →
Tē(G/K). For k ∈ K we have p◦ conjk = p◦λk ◦ρk−1 = λ̄k ◦p and consequently
Tep◦AdG,K(k) = Tep◦Te(conjk) = Tēλ̄k◦Tep. Thus the isomorphism Tep : g/k→
Tē(G/K) is K-equivariant for the representations Ad⊥ and Tēλ̄ : k 7→ Tēλ̄k.

Now we consider the associated vector bundle G[Tē(G/K), Tēλ̄] = (G ×K
Tē(G/K), p,G/K, Tē(G/K)), which is isomorphic to G[g/k,Ad⊥], since the rep-
resentation spaces are isomorphic. The mapping T2λ̄ : G×Tē(G/K)→ T (G/K)
(where T2 is the second partial tangent functor) is K-invariant and therefore
induces a mapping ψ as in the following diagram:

(b)

G× Tē(G/K)AAAACT λ̄
�

�
���
q

G×K Tē(G/K) w
ψ�p

T (G/K)
AAAAAAD

πG/K

G/K.

This mapping ψ is an isomorphism of vector bundles.
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It remains to show the last assertion. The short exact sequence (a) induces a
sequence of vector bundles over G/K:

G/K × 0→ G[k,AdK ]→ G[g,AdG,K ]→ G[g/k,Ad⊥]→ G/K × 0

This sequence splits fiberwise thus also locally over G/K, so G[g/k,Ad⊥] ⊕
G[k,AdK ] ∼= G[g,AdG,K ] and it remains to show that G[g,AdG,K ] is a trivial vec-
tor bundle. Let ϕ : G×g→ G×g be given by ϕ(g,X) = (g,AdG(g)X). Then for
k ∈ K we have ϕ((g,X).k) = ϕ(gk,AdG,K(k−1)X) = (gk,AdG(g.k.k−1)X) =
(gk,AdG(g)X). So ϕ is K-equivariant from the ‘joint’ K-action to the ‘on the
left’ K-action and therefore induces a mapping ϕ̄ as in the diagram:

(c)

G× g w
ϕ

u
q

G× g

u
G×K g w

ϕ̄AAAACp
G/K × g

�
�

���
pr1

G/K

The map ϕ̄ is a vector bundle isomorphism. �

10.16. Tangent bundles of Grassmann manifolds. From 10.5 we know
that (V (k, n) = O(n)/O(n − k), p,G(k, n), O(k)) is a principal fiber bundle.
Using the standard representation of O(k) we consider the associated vector
bundle (Ek := V (k, n)[Rk], p,G(k, n)). It is called the universal vector bundle
over G(k, n). Recall from 10.5 the description of V (k, n) as the space of all linear
isometries Rk → R

n; we get from it the evaluation mapping ev : V (k, n)×Rk →
R
n. The mapping (p, ev) in the diagram

(a)

V (k, n)× Rk''''')
(p, ev)

u
q

V (k, n)×O(k) R
k w

ψ
G(k, n)× Rn

is O(k)-invariant for the action R and factors therefore to an embedding of
vector bundles ψ : Ek → G(k, n)× Rn. So the fiber (Ek)W over the k-plane W
in Rn is just the linear subspace W . Note finally that the fiber wise orthogonal
complement Ek⊥ of Ek in the trivial vector bundle G(k, n)×Rn with its standard
Riemannian metric is isomorphic to the universal vector bundle En−k over G(n−
k, n), where the isomorphism covers the diffeomorphism G(k, n) → G(n − k, n)
given also by the orthogonal complement mapping.

Corollary. The tangent bundle of the Grassmann manifold is

TG(k, n) ∼= L(Ek, Ek⊥).
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Proof. We have G(k, n) = O(n)/(O(k)×O(n− k)), so by theorem 10.15 we get

TG(k, n) = O(n) ×
O(k)×O(n−k)

(so(n)/(so(k)× so(n− k))).

On the other hand we have V (k, n) = O(n)/O(n − k) and the right action of
O(k) commutes with the right action of O(n− k) on O(n), therefore

V (k, n)[Rk] = (O(n)/O(n− k)) ×
O(k)

R
k = O(n) ×

O(k)×O(n−k)
R
k,

where O(n− k) acts trivially on Rk. Finally

L(Ek, Ek⊥) = L

(
O(n) ×

O(k)×O(n−k)
R
k, O(n) ×

O(k)×O(n−k)
R
n−k

)
= O(n) ×

O(k)×O(n−k)
L(Rk,Rn−k),

where the left action of O(k)×O(n−k) on L(Rk,Rn−k) is given by (A,B)(C) =
B.C.A−1. Finally we have an O(k)×O(n− k) - equivariant linear isomorphism
L(Rk,Rn−k)→ so(n)/(so(k)× so(n− k)), as follows:

so(n)/(so(k)× so(n− k)) =(
skew

)(
skew 0

0 skew

) =
{(

0 A
−At 0

)
: A ∈ L(Rk,Rn−k)

}
�

10.17. The tangent group of a Lie group. Let G be a Lie group with
Lie algebra g. We will use the notation from 4.1. First note that TG is
also a Lie group with multiplication Tµ and inversion Tν, given by (see 4.2)
T(a,b)µ.(ξa, ηb) = Ta(ρb).ξa + Tb(λa).ηb and Taν.ξa = −Te(λa−1).Ta(ρa−1).ξa.

Lemma. Via the isomomorphism Tρ : g×G→ TG, Tρ.(X, g) = Te(ρg).X, the
group structure on TG looks as follows: (X, a).(Y, b) = (X + Ad(a)Y, a.b) and
(X, a)−1 = (−Ad(a−1)X, a−1). So TG is isomorphic to the semidirect product
gnG, see 5.16.

Proof. T(a,b)µ.(Tρa.X, Tρb.Y ) = Tρb.Tρa.X + Tλa.Tρb.Y =
= Tρab.X + Tρb.Tρa.Tρa−1 .Tλa.Y = Tρab(X + Ad(a)Y ).

Taν.Tρa.X = −Tρa−1 .Tλa−1 .Tρa.X = −Tρa−1 .Ad(a−1)X. �

Remark. In the left trivialisation Tλ : G × g → TG, Tλ.(g,X) = Te(λg).X,
the semidirect product structure is: (a,X).(b, Y ) = (ab,Ad(b−1)X + Y ) and
(a,X)−1 = (a−1,−Ad(a)X).

Lemma 10.17 is a special case of 37.16 and also 38.10 below.

10.18. Tangent bundles and vertical bundles. Let (E, p,M, S) be a fiber
bundle. The subbundle V E = { ξ ∈ TE : Tp.ξ = 0 } of TE is called the
vertical bundle and is denoted by (V E, πE , E).
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Theorem. Let (P, p,M,G) be a principal fiber bundle with principal right ac-
tion r : P × G → P . Let ` : G × S → S be a left action. Then the following
assertions hold:

(1) (TP, Tp, TM, TG) is again a principal fiber bundle with principal right
action Tr : TP × TG→ TP .

(2) The vertical bundle (V P, π, P, g) of the principal bundle is trivial as a
vector bundle over P : V P ∼= P × g.

(3) The vertical bundle of the principal bundle as bundle over M is again a
principal bundle: (V P, p ◦ π,M, TG).

(4) The tangent bundle of the associated bundle P [S, `] is given by
T (P [S, `]) = TP [TS, T`].

(5) The vertical bundle of the associated bundle P [S, `] is given by
V (P [S, `]) = P [TS, T2`] = P ×G TS, where T2 is the second partial
tangent functor.

Proof. Let (Uα, ϕα : P |Uα → Uα × G) be a principal fiber bundle atlas with
cocycle of transition functions (ϕαβ : Uαβ → G). Since T is a functor which
respects products, (TUα, Tϕα : TP |TUα → TUα × TG) is again a principal
fiber bundle atlas with cocycle of transition functions (Tϕαβ : TUαβ → TG),
describing the principal fiber bundle (TP, Tp, TM, TG). The assertion about
the principal action is obvious. So (1) follows. For completeness sake we include
here the transition formula for this atlas in the right trivialization of TG:

T (ϕα ◦ ϕ−1
β )(ξx, Te(ρg).X) = (ξx, Te(ρϕαβ(x).g).(δϕαβ(ξx) + Ad(ϕαβ(x))X)),

where δϕαβ ∈ Ω1(Uαβ ; g) is the right logarithmic derivative of ϕαβ , see 4.26.
(2) The mapping (u,X) 7→ Te(ru).X = T(u,e)r.(0u, X) is a vector bundle iso-
morphism P × g→ V P over P .
(3) Obviously Tr : TP ×TG→ TP is a free right action which acts transitive on
the fibers of Tp : TP → TM . Since V P = (Tp)−1(0M ), the bundle V P →M is
isomorphic to TP |0M and Tr restricts to a free right action, which is transitive
on the fibers, so by lemma 10.3 the result follows.
(4) The transition functions of the fiber bundle P [S, `] are given by the expression
`◦(ϕαβ×IdS) : Uαβ×S → G×S → S. Then the transition functions of T (P [S, `])
are T (` ◦ (ϕαβ × IdS)) = T` ◦ (Tϕαβ × IdTS) : TUαβ × TS → TG× TS → TS,
from which the result follows.
(5) Vertical vectors in T (P [S, `]) have local representations (0x, ηs) ∈ TUαβ×TS.
Under the transition functions of T (P [S, `]) they transform as T (` ◦ (ϕαβ ×
IdS)).(0x, ηs) = T`.(0ϕαβ(x), ηs) = T (`ϕαβ(x)).ηs = T2`.(ϕαβ(x), ηs) and this
implies the result. �

11. Principal and induced connections

11.1. Principal connections. Let (P, p,M,G) be a principal fiber bundle.
Recall from 9.3 that a (general) connection on P is a fiber projection Φ : TP →

Electronic edition of: Natural Operations in Differential Geometry, Springer-Verlag, 1993



100 Chapter III. Bundles and connections

V P , viewed as a 1-form in Ω1(P ;TP ). Such a connection Φ is called a principal
connection if it is G-equivariant for the principal right action r : P ×G→ P , so
that T (rg).Φ = Φ.T (rg), i.e. Φ is rg-related to itself, or (rg)∗Φ = Φ in the sense
of 8.16, for all g ∈ G. By theorem 8.15.7 the curvature R = 1

2 .[Φ,Φ] is then also
rg-related to itself for all g ∈ G.

Recall from 10.18.2 that the vertical bundle of P is trivialized as a vector
bundle over P by the principal action. So we have ω(Xu) := Te(ru)−1.Φ(Xu) ∈ g
and in this way we get a g-valued 1-form ω ∈ Ω1(P ; g), which is called the
(Lie algebra valued) connection form of the connection Φ. Recall from 5.13 the
fundamental vector field mapping ζ : g → X(P ) for the principal right action.
The defining equation for ω can be written also as Φ(Xu) = ζω(Xu)(u).

Lemma. If Φ ∈ Ω1(P ;V P ) is a principal connection on the principal fiber
bundle (P, p,M,G) then the connection form has the following properties:

(1) ω reproduces the generators of fundamental vector fields, so we have
ω(ζX(u)) = X for all X ∈ g.

(2) ω is G-equivariant, so ((rg)∗ω)(Xu) = ω(Tu(rg).Xu) = Ad(g−1).ω(Xu)
for all g ∈ G and Xu ∈ TuP .

(3) For the Lie derivative we have LζXω = − ad(X).ω.

Conversely a 1-form ω ∈ Ω1(P, g) satisfying (1) defines a connection Φ on P
by Φ(Xu) = Te(ru).ω(Xu), which is a principal connection if and only if (2) is
satisfied.

Proof. (1) Te(ru).ω(ζX(u)) = Φ(ζX(u)) = ζX(u) = Te(ru).X. Since Te(ru) :
g→ VuP is an isomorphism, the result follows.

(2) Both directions follow from

Te(rug).ω(Tu(rg).Xu) = ζω(Tu(rg).Xu)(ug) = Φ(Tu(rg).Xu)

Te(rug).Ad(g−1).ω(Xu) = ζAd(g−1).ω(Xu)(ug) =

= Tu(rg).ζω(Xu)(u) = Tu(rg).Φ(Xu).

(3) is a consequence of (2). �

11.2. Curvature. Let Φ be a principal connection on the principal fiber bundle
(P, p,M,G) with connection form ω ∈ Ω1(P ; g). We already noted in 11.1 that
the curvature R = 1

2 [Φ,Φ] is then also G-equivariant, (rg)∗R = R for all g ∈ G.
Since R has vertical values we may again define a g-valued 2-form Ω ∈ Ω2(P ; g)
by Ω(Xu, Yu) := −Te(ru)−1.R(Xu, Yu), which is called the (Lie algebra-valued)
curvature form of the connection. We also have R(Xu, Yu) = −ζΩ(Xu,Yu)(u). We
take the negative sign here to get the usual curvature form as in [Kobayashi-
Nomizu I, 63].

We equip the space Ω(P ; g) of all g-valued forms on P in a canonical way
with the structure of a graded Lie algebra by

[Ψ,Θ]∧(X1, . . . , Xp+q) =

=
1
p! q!

∑
σ

signσ [Ψ(Xσ1, . . . , Xσp),Θ(Xσ(p+1), . . . , Xσ(p+q))]g
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or equivalently by [ψ⊗X, θ⊗Y ]∧ := ψ∧θ⊗ [X,Y ]g. From the latter description
it is clear that d[Ψ,Θ]∧ = [dΨ,Θ]∧ + (−1)deg Ψ[Ψ, dΘ]∧. In particular for ω ∈
Ω1(P ; g) we have [ω, ω]∧(X,Y ) = 2[ω(X), ω(Y )]g.

Theorem. The curvature form Ω of a principal connection with connection
form ω has the following properties:

(1) Ω is horizontal, i.e. it kills vertical vectors.
(2) Ω is G-equivariant in the following sense: (rg)∗Ω = Ad(g−1).Ω. Conse-

quently LζXΩ = − ad(X).Ω.
(3) The Maurer-Cartan formula holds: Ω = dω + 1

2 [ω, ω]∧.

Proof. (1) is true for R by 9.4. For (2) we compute as follows:

Te(rug).((rg)∗Ω)(Xu, Yu) = Te(rug).Ω(Tu(rg).Xu, Tu(rg).Yu) =

= −Rug(Tu(rg).Xu, Tu(rg).Yu) = −Tu(rg).((rg)∗R)(Xu, Yu) =

= −Tu(rg).R(Xu, Yu) = Tu(rg).ζΩ(Xu,Yu)(u) =

= ζAd(g−1).Ω(Xu,Yu)(ug) =

= Te(rug).Ad(g−1).Ω(Xu, Yu), by 5.13.

(3) For X ∈ g we have iζXR = 0 by (1), and using 11.1.(3) we get

iζX (dω +
1
2

[ω, ω]∧) = iζXdω +
1
2

[iζXω, ω]∧ −
1
2

[ω, iζXω]∧ =

= LζXω + [X,ω]∧ = −ad(X)ω + ad(X)ω = 0.

So the formula holds for vertical vectors, and for horizontal vector fields X,Y ∈
C∞(H(P )) we have

R(X,Y ) = Φ[X − ΦX,Y − ΦY ] = Φ[X,Y ] = ζω([X,Y ])

(dω +
1
2

[ω, ω])(X,Y ) = Xω(Y )− Y ω(X)− ω([X,Y ]) = −ω([X,Y ]). �

11.3. Lemma. Any principal fiber bundle (P, p,M,G) admits principal con-
nections.

Proof. Let (Uα, ϕα : P |Uα → Uα × G)α be a principal fiber bundle atlas. Let
us define γα(Tϕ−1

α (ξx, Teλg.X)) := X for ξx ∈ TxUα and X ∈ g. An easy
computation involving lemma 5.13 shows that γα ∈ Ω1(P |Uα; g) satisfies the
requirements of lemma 11.1 and thus is a principal connection on P |Uα. Now
let (fα) be a smooth partition of unity on M which is subordinated to the open
cover (Uα), and let ω :=

∑
α(fα ◦ p)γα. Since both requirements of lemma 11.1

are invariant under convex linear combinations, ω is a principal connection on
P . �
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11.4. Local descriptions of principal connections. We consider a principal
fiber bundle (P, p,M,G) with some principal fiber bundle atlas (Uα, ϕα : P |Uα →
Uα × G) and corresponding cocycle (ϕαβ : Uαβ → G) of transition functions.
We consider the sections sα ∈ C∞(P |Uα) which are given by ϕα(sα(x)) = (x, e)
and satisfy sα.ϕαβ = sβ .

(1) Let Θ ∈ Ω1(G, g) be the left logarithmic derivative of the identity,
i.e. Θ(ηg) := Tg(λg−1).ηg. We will use the forms Θαβ := ϕαβ

∗Θ ∈
Ω1(Uαβ ; g).

Let Φ = ζ ◦ ω ∈ Ω1(P ;V P ) be a principal connection with connection form
ω ∈ Ω1(P ; g). We may associate the following local data to the connection:

(2) ωα := sα
∗ω ∈ Ω1(Uα; g), the physicists version of the connection.

(3) The Christoffel forms Γα ∈ Ω1(Uα; X(G)) from 9.7, which are given by
(0x,Γα(ξx, g)) = −T (ϕα).Φ.T (ϕα)−1(ξx, 0g).

(4) γα := (ϕ−1
α )∗ω ∈ Ω1(Uα ×G; g), the local expressions of ω.

Lemma. These local data have the following properties and are related by the
following formulas.

(5) The forms ωα ∈ Ω1(Uα; g) satisfy the transition formulas

ωα = Ad(ϕ−1
βα)ωβ + Θβα,

and any set of forms like that with this transition behavior determines a
unique principal connection.

(6) We have γα(ξx, Tλg.X) = γα(ξx, 0g) +X = Ad(g−1)ωα(ξx) +X.
(7) We have Γα(ξx, g) = −Te(λg).γα(ξx, 0g) = −Te(λg).Ad(g−1)ωα(ξx) =
−T (ρg)ωα(ξx), so Γα(ξx) = −Rωα(ξx), a right invariant vector field.

Proof. From the definition of the Christoffel forms we have

(0x,Γα(ξx, g)) = −T (ϕα).Φ.T (ϕα)−1(ξx, 0g)

= −T (ϕα).Te(rϕ−1
α (x,g))ω.T (ϕα)−1(ξx, 0g)

= −Te(ϕα ◦ rϕ−1
α (x,g))ω.T (ϕα)−1(ξx, 0g)

= −(0x, Te(λg)ω.T (ϕα)−1(ξx, 0g)) = −(0x, Te(λg)γα(ξx, 0g)).

This is the first part of (7). The second part follows from (6).

γα(ξx, Tλg.X) = γα(ξx, 0g) + γα(0x, Tλg.X)

= γα(ξx, 0g) + ω(T (ϕα)−1(0x, Tλg.X))

= γα(ξx, 0g) + ω(ζX(ϕ−1
α (x, g))) = γα(ξx, 0g) +X.

So the first part of (6) holds. The second part is seen from

γα(ξx, 0g) = γα(ξx, Te(ρg)0e) = (ω ◦ T (ϕα)−1 ◦ T (IdX ×ρg))(ξx, 0e) =

= (ω ◦ T (rg ◦ ϕ−1
α ))(ξx, 0e) = Ad(g−1)ω(T (ϕ−1

α )(ξx, 0e))

= Ad(g−1)(sα∗ω)(ξx) = Ad(g−1)ωα(ξx).

Via (7) the transition formulas for the ωα are easily seen to be equivalent to the
transition formulas for the Christoffel forms in lemma 9.7. �
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11.5. The covariant derivative. Let (P, p,M,G) be a principal fiber bundle
with principal connection Φ = ζ ◦ ω. We consider the horizontal projection
χ = IdTP −Φ : TP → HP , cf. 9.3, which satisfies χ ◦ χ = χ, imχ = HP ,
kerχ = V P , and χ ◦ T (rg) = T (rg) ◦ χ for all g ∈ G.

If W is a finite dimensional vector space, we consider the mapping χ∗ :
Ω(P ;W )→ Ω(P ;W ) which is given by

(χ∗ϕ)u(X1, . . . , Xk) = ϕu(χ(X1), . . . , χ(Xk)).

The mapping χ∗ is a projection onto the subspace of horizontal differential forms,
i.e. the space Ωhor(P ;W ) := {ψ ∈ Ω(P ;W ) : iXψ = 0 for X ∈ V P}. The notion
of horizontal form is independent of the choice of a connection.

The projection χ∗ has the following properties where in the first assertion one
of the two forms has values in R:

χ∗(ϕ ∧ ψ) = χ∗ϕ ∧ χ∗ψ,
χ∗ ◦ χ∗ = χ∗,

χ∗ ◦ (rg)∗ = (rg)∗ ◦ χ∗ for all g ∈ G,
χ∗ω = 0

χ∗ ◦ L(ζX) = L(ζX) ◦ χ∗.

They follow easily from the corresponding properties of χ, the last property uses
that Flζ(X)

t = rexp tX .
Now we define the covariant exterior derivative dω : Ωk(P ;W )→ Ωk+1(P ;W )

by the prescription dω := χ∗ ◦ d.

Theorem. The covariant exterior derivative dω has the following properties.

(1) dω(ϕ∧ψ) = dω(ϕ)∧χ∗ψ+ (−1)degϕχ∗ϕ∧dω(ψ) if ϕ or ψ is real valued.
(2) L(ζX) ◦ dω = dω ◦ L(ζX) for each X ∈ g.
(3) (rg)∗ ◦ dω = dω ◦ (rg)∗ for each g ∈ G.
(4) dω ◦ p∗ = d ◦ p∗ = p∗ ◦ d : Ω(M ;W )→ Ωhor(P ;W ).
(5) dωω = Ω, the curvature form.
(6) dωΩ = 0, the Bianchi identity.
(7) dω ◦ χ∗ − dω = χ∗ ◦ i(R), where R is the curvature.
(8) dω ◦ dω = χ∗ ◦ i(R) ◦ d.
(9) Let Ωhor(P, g)G be the algebra of all horizontal G-equivariant g-valued

forms, i.e. (rg)∗ψ = Ad(g−1)ψ. Then for any ψ ∈ Ωhor(P, g)G we have
dωψ = dψ + [ω, ψ]∧.

(10) The mapping ψ 7→ ζψ, where ζψ(X1, . . . , Xk)(u) = ζψ(X1,... ,Xk)(u)(u), is

an isomorphism between Ωhor(P, g)G and the algebra Ωhor(P, V P )G of
all horizontal G-equivariant forms with values in the vertical bundle V P .
Then we have ζdωψ = −[Φ, ζω].

Proof. (1) through (4) follow from the properties of χ∗.
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(5) We have

(dωω)(ξ, η) = (χ∗dω)(ξ, η) = dω(χξ, χη)

= (χξ)ω(χη)− (χη)ω(χξ)− ω([χξ, χη])

= −ω([χξ, χη]) and

−ζ(Ω(ξ, η)) = R(ξ, η) = Φ[χξ, χη] = ζω([χξ,χη]).

(6) Using 11.2 we have

dωΩ = dω(dω + 1
2 [ω, ω]∧)

= χ∗ddω + 1
2χ
∗d[ω, ω]∧

= 1
2χ
∗([dω, ω]∧ − [ω, dω]∧) = χ∗[dω, ω]∧

= [χ∗dω, χ∗ω]∧ = 0, since χ∗ω = 0.

(7) For ϕ ∈ Ω(P ;W ) we have

(dωχ∗ϕ)(X0, . . . , Xk) = (dχ∗ϕ)(χ(X0), . . . , χ(Xk))

=
∑

0≤i≤k

(−1)iχ(Xi)((χ∗ϕ)(χ(X0), . . . ,̂χ(Xi), . . . , χ(Xk)))

+
∑
i<j

(−1)i+j(χ∗ϕ)([χ(Xi), χ(Xj)], χ(X0), . . .

. . . ,̂χ(Xi), . . . ,̂χ(Xj), . . . )

=
∑

0≤i≤k

(−1)iχ(Xi)(ϕ(χ(X0), . . . ,̂χ(Xi), . . . , χ(Xk)))

+
∑
i<j

(−1)i+jϕ([χ(Xi), χ(Xj)]− Φ[χ(Xi), χ(Xj)], χ(X0), . . .

. . . ,̂χ(Xi), . . . ,̂χ(Xj), . . . )

= (dϕ)(χ(X0), . . . , χ(Xk)) + (iRϕ)(χ(X0), . . . , χ(Xk))

= (dω + χ∗iR)(ϕ)(X0, . . . , Xk).

(8) dωdω = χ∗dχ∗d = (χ∗iR + χ∗d)d = χ∗iRd holds by (7).
(9) If we insert one vertical vector field, say ζX for X ∈ g, into dωψ, we

get 0 by definition. For the right hand side we use iζXψ = 0 and LζXψ =
∂
∂t

∣∣
0

(FlζXt )∗ψ = ∂
∂t

∣∣
0

(rexp tX)∗ψ = ∂
∂t

∣∣
0

Ad(exp(−tX))ψ = − ad(X)ψ to get

iζX (dψ + [ω, ψ]∧) = iζXdψ + diζXψ + [iζXω, ψ]− [ω, iζXψ]

= LζXψ + [X,ψ] = − ad(X)ψ + [X,ψ] = 0.

Let now all vector fields ξi be horizontal, then we get

(dωψ)(ξ0, . . . , ξk) = (χ∗dψ)(ξ0, . . . , ξk) = dψ(ξ0, . . . , ξk),

(dψ + [ω, ψ]∧)(ξ0, . . . , ξk) = dψ(ξ0, . . . , ξk).
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So the first formula holds.
(10) We proceed in a similar manner. Let Ψ be in the space Ω`hor(P, V P )G

of all horizontal G-equivariant forms with vertical values. Then for each X ∈ g
we have iζXΨ = 0; furthermore the G-equivariance (rg)∗Ψ = Ψ implies that
LζXΨ = [ζX ,Ψ] = 0 by 8.16.(5). Using formula 8.11.(2) we have

iζX [Φ,Ψ] = [iζXΦ,Ψ]− [Φ, iζXΨ] + i([Φ, ζX ])Ψ + i([Ψ, ζX ])Φ

= [ζX ,Ψ]− 0 + 0 + 0 = 0.

Let now all vector fields ξi again be horizontal, then from the huge formula 8.9
for the Frölicher-Nijenhuis bracket only the following terms in the third and fifth
line survive:

[Φ,Ψ](ξ1, . . . , ξ`+1) = (−1)`

`!

∑
σ

signσ Φ([Ψ(ξσ1, . . . , ξσ`), ξσ(`+1)])

+ 1
(`−1)! 2!

∑
σ

signσ Φ(Ψ([ξσ1, ξσ2], ξσ3, . . . , ξσ(`+1)).

For f : P → g and horizontal ξ we have Φ[ξ, ζf ] = ζξ(f) = ζdf(ξ) since it is
C∞(P,R)-linear in ξ. So the last expression becomes

−ζ(dψ(ξ0, . . . , ξk)) = −ζ(dωψ(ξ0, . . . , ξk)) = −ζ((dψ + [ω, ψ]∧)(ξ0, . . . , ξk))

as required. �

11.6. Theorem. Let (P, p,M,G) be a principal fiber bundle with principal
connection ω. Then the parallel transport for the principal connection is globally
defined and G-equivariant.

In detail: For each smooth curve c : R → M there is a smooth mapping
Ptc : R× Pc(0) → P such that the following holds:

(1) Pt(c, t, u) ∈ Pc(t), Pt(c, 0) = IdPc(0) , and ω( ddt Pt(c, t, u)) = 0.

(2) Pt(c, t) : Pc(0) → Pc(t) is G-equivariant, i.e. Pt(c, t, u.g) = Pt(c, t, u).g
holds for all g ∈ G and u ∈ P . Moreover we have Pt(c, t)∗(ζX |Pc(t)) =
ζX |Pc(0) for all X ∈ g.

(3) For any smooth function f : R→ R we have
Pt(c, f(t), u) = Pt(c ◦ f, t,Pt(c, f(0), u)).

Proof. By 11.4 the Christoffel forms Γα ∈ Ω1(Uα,X(G)) of the connection ω with
respect to a principal fiber bundle atlas (Uα, ϕα) are given by Γα(ξx) = Rωα(ξx),
so they take values in the Lie subalgebra XR(G) of all right invariant vector
fields on G, which are bounded with respect to any right invariant Riemannian
metric on G. Each right invariant metric on a Lie group is complete. So the
connection is complete by the remark in 9.9.

Properties (1) and (3) follow from theorem 9.8, and (2) is seen as follows:

ω( ddt Pt(c, t, u).g) = Ad(g−1)ω( ddt Pt(c, t, u)) = 0
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implies that Pt(c, t, u).g = Pt(c, t, u.g). For the second assertion we compute for
u ∈ Pc(0):

Pt(c, t)∗(ζX |Pc(t))(u) = T Pt(c, t)−1ζX(Pt(c, t, u)) =

= T Pt(c, t)−1 d
ds |0 Pt(c, t, u). exp(sX) =

= T Pt(c, t)−1 d
ds |0 Pt(c, t, u. exp(sX)) =

= d
ds |0 Pt(c, t)−1 Pt(c, t, u. exp(sX))

= d
ds |0u. exp(sX) = ζX(u). �

11.7. Holonomy groups. Let (P, p,M,G) be a principal fiber bundle with
principal connection Φ = ζ ◦ ω. We assume that M is connected and we fix
x0 ∈M .

In 9.10 we defined the holonomy group Hol(Φ, x0) ⊂ Diff(Px0) as the group
of all Pt(c, 1) : Px0 → Px0 for c any piecewise smooth closed loop through
x0. (Reparametrizing c by a function which is flat at each corner of c we may
assume that any c is smooth.) If we consider only those curves c which are
nullhomotopic, we obtain the restricted holonomy group Hol0(Φ, x0).

Now let us fix u0 ∈ Px0 . The elements τ(u0,Pt(c, t, u0)) ∈ G form a subgroup
of the structure group G which is isomorphic to Hol(Φ, x0); we denote it by
Hol(ω, u0) and we call it also the holonomy group of the connection. Considering
only nullhomotopic curves we get the restricted holonomy group Hol0(ω, u0) a
normal subgroup of Hol(ω, u0).

Theorem. The main results for the holonomy are as follows:

(1) We have Hol(ω, u0.g) = conj(g−1) Hol(ω, u0) and
Hol0(ω, u0.g) = conj(g−1) Hol0(ω, u0).

(2) For each curve c in M with c(0) = x0 we have Hol(ω,Pt(c, t, u0)) =
Hol(ω, u0) and Hol0(ω,Pt(c, t, u0)) = Hol0(ω, u0).

(3) Hol0(ω, u0) is a connected Lie subgroup of G and the quotient group
Hol(ω, u0)/Hol0(ω, u0) is at most countable, so Hol(ω, u0) is also a Lie
subgroup of G.

(4) The Lie algebra hol(ω, u0) ⊂ g of Hol(ω, u0) is linearly generated by
{Ω(Xu, Yu) : Xu, Yu ∈ TuP}, and it is isomorphic to the holonomy Lie
algebra hol(Φ, x0) we considered in 9.10.

(5) For u0 ∈ Px0 let P (ω, u0) be the set of all Pt(c, t, u0) for c any (piecewise)
smooth curve in M with c(0) = x0 and for t ∈ R. Then P (ω, u0) is
a sub fiber bundle of P which is invariant under the right action of
Hol(ω, u0); so it is itself a principal fiber bundle over M with structure
group Hol(ω, u0) and we have a reduction of structure group, cf. 10.6 and
10.13. The pullback of ω to P (ω, u0) is then again a principal connection
form i∗ω ∈ Ω1(P (ω, u0); hol(ω, u0)).

(6) P is foliated by the leaves P (ω, u), u ∈ Px0 .
(7) If the curvature Ω = 0 then Hol0(ω, u0) = {e} and each P (ω, u) is a

covering of M .
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(8) If one uses piecewise Ck-curves for 1 ≤ k <∞ in the definition, one gets
the same holonomy groups.

In view of assertion 5 a principal connection ω is called irreducible if Hol(ω, u0)
equals the structure group G for some (equivalently any) u0 ∈ Px0 .

Proof. 1. This follows from the properties of the mapping τ from 10.2 and from
the G-equivariance of the parallel transport.

The rest of this theorem is a compilation of well known results, and we refer
to [Kobayashi-Nomizu I, 63, p. 83ff] for proofs. �

11.8. Inducing connections on associated bundles. Let (P, p,M,G) be a
principal bundle with principal right action r : P ×G→ P and let ` : G× S →
S be a left action of the structure group G on some manifold S. Then we
consider the associated bundle P [S] = P [S, `] = P ×G S, constructed in 10.7.
Recall from 10.18 that its tangent and vertical bundle are given by T (P [S, `]) =
TP [TS, T`] = TP ×TG TS and V (P [S, `]) = P [TS, T2`] = P ×G TS.

Let Φ = ζ ◦ω ∈ Ω1(P ;TP ) be a principal connection on the principal bundle
P . We construct the induced connection Φ̄ ∈ Ω1(P [S], T (P [S])) by the following
diagram:

TP × TS wΦ× Id

u
Tq = q′

TP × TS w=

u
q′

T (P × S)

u
Tq

TP ×TG TS wΦ̄ TP ×TG TS w= T (P ×G S).

Let us first check that the top mapping Φ× Id is TG-equivariant. For g ∈ G and
X ∈ g the inverse of Te(λg)X in the Lie group TG is denoted by (Te(λg)X)−1,
see lemma 10.17. Furthermore by 5.13 we have

Tr(ξu, Te(λg)X) = Tu(rg)ξu + Tr((0P × LX)(u, g))

= Tu(rg)ξu + Tg(ru)(Te(λg)X)

= Tu(rg)ξu + ζX(ug).

We may compute

(Φ× Id)(Tr(ξu, Te(λg)X), T `((Te(λg)X)−1, ηs))

= (Φ(Tu(rg)ξu + ζX(ug)), T `((Te(λg)X)−1, ηs))

= (Φ(Tu(rg)ξu) + Φ(ζX(ug)), T `((Te(λg)X)−1, ηs))

= ((Tu(rg)Φξu) + ζX(ug), T `((Te(λg)X)−1, ηs))

= (Tr(Φ(ξu), Te(λg)X), T `((Te(λg)X)−1, ηs)).

So the mapping Φ × Id factors to Φ̄ as indicated in the diagram, and we have
Φ̄ ◦ Φ̄ = Φ̄ from (Φ× Id) ◦ (Φ× Id) = Φ× Id. The mapping Φ̄ is fiberwise linear,
since Φ× Id and q′ = Tq are. The image of Φ̄ is

q′(V P × TS) = q′(ker(Tp : TP × TS → TM))

= ker(Tp : TP ×TG TS → TM) = V (P [S, `]).
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Thus Φ̄ is a connection on the associated bundle P [S]. We call it the induced
connection.

From the diagram it also follows, that the vector valued forms Φ × Id ∈
Ω1(P ×S;TP ×TS) and Φ̄ ∈ Ω1(P [S];T (P [S])) are (q : P ×S → P [S])-related.
So by 8.15 we have for the curvatures

RΦ×Id = 1
2 [Φ× Id,Φ× Id] = 1

2 [Φ,Φ]× 0 = RΦ × 0,

RΦ̄ = 1
2 [Φ̄, Φ̄],

that they are also q-related, i.e. Tq ◦ (RΦ × 0) = RΦ̄ ◦ (Tq ×M Tq).
By uniqueness of the solutions of the defining differential equation we also get

that
PtΦ̄(c, t, q(u, s)) = q(PtΦ(c, t, u), s).

11.9. Recognizing induced connections. We consider again a principal
fiber bundle (P, p,M,G) and a left action ` : G × S → S. Suppose that Ψ ∈
Ω1(P [S];T (P [S])) is a connection on the associated bundle P [S] = P [S, `]. Then
the following question arises: When is the connection Ψ induced from a principal
connection on P? If this is the case, we say that Ψ is compatible with the G-
bundle structure on P [S]. The answer is given in the following

Theorem. Let Ψ be a (general) connection on the associated bundle P [S]. Let
us suppose that the action ` is infinitesimally effective, i.e. the fundamental
vector field mapping ζ : g→ X(S) is injective.

Then the connection Ψ is induced from a principal connection ω on P if and
only if the following condition is satisfied:

In some (equivalently any) fiber bundle atlas (Uα, ψα) of P [S] belong-
ing to the G-bundle structure of the associated bundle the Christoffel
forms Γα ∈ Ω1(Uα; X(S)) have values in the sub Lie algebra Xfund(S) of
fundamental vector fields for the action `.

Proof. Let (Uα, ϕα : P |Uα → Uα × G) be a principal fiber bundle atlas for P .
Then by the proof of theorem 10.7 it is seen that the induced fiber bundle atlas
(Uα, ψα : P [S]|Uα → Uα × S) is given by

ψ−1
α (x, s) = q(ϕ−1

α (x, e), s),(1)

(ψα ◦ q)(ϕ−1
α (x, g), s) = (x, g.s).(2)

Let Φ = ζ◦ω be a principal connection on P and let Φ̄ be the induced connection
on the associated bundle P [S]. By 9.7 its Christoffel symbols are given by

(0x,ΓαΦ̄(ξx, s)) = −(T (ψα) ◦ Φ̄ ◦ T (ψ−1
α ))(ξx, 0s)

= −(T (ψα) ◦ Φ̄ ◦ Tq ◦ (T (ϕ−1
α )× Id))(ξx, 0e, 0s) by (1)

= −(T (ψα) ◦ Tq ◦ (Φ× Id))(T (ϕ−1
α )(ξx, 0e), 0s) by 11.8

= −(T (ψα) ◦ Tq)(Φ(T (ϕ−1
α )(ξx, 0e)), 0s)
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= (T (ψα) ◦ Tq)(T (ϕ−1
α )(0x,ΓαΦ(ξx, e)), 0s) by 11.4.(3)

= −T (ψα ◦ q ◦ (ϕ−1
α × Id))(0x, ωα(ξx), 0s) by 11.4.(7)

= −Te(`s)ωα(ξx) by (2)

= −ζωα(ξx)(s).

So the condition is necessary. Now let us conversely suppose that a connection
Ψ on P [S] is given such that the Christoffel forms ΓαΨ with respect to a fiber
bundle atlas of the G-structure have values in Xfund(S). Then unique g-valued
forms ωα ∈ Ω1(Uα; g) are given by the equation ΓαΨ(ξx) = ζ(ωα(ξx)), since the
action is infinitesimally effective. From the transition formulas 9.7 for the ΓαΨ
follow the transition formulas 11.4.(5) for the ωα, so that they give a unique
principal connection on P , which by the first part of the proof induces the given
connection Ψ on P [S]. �

11.10. Inducing connections on associated vector bundles.
Let (P, p,M,G) be a principal fiber bundle and let ρ : G → GL(W ) be a
representation of the structure group G on a finite dimensional vector space W .
We consider the associated vector bundle (E := P [W,ρ], p,M,W ), from 10.11.
Recall from 6.11 that T (E) = TP ×TG TW has two vector bundle structures
with the projections

πE : T (E) = TP ×TG TW → P ×GW = E,

Tp ◦ pr1 : T (E) = TP ×TG TW → TM.

Now let Φ = ζ ◦ ω ∈ Ω1(P ;TP ) be a principal connection on P . We consider
the induced connection Φ̄ ∈ Ω1(E;T (E)) from 11.8. Inserting the projections
of both vector bundle structures on T (E) into the diagram in 11.8 we get the
following diagram

TP × TW wΦ× Id

u

Tq

������π

TP × TW

u

Tq

NNNNNQ
π

TP ×W ×W

P ×W

u
q

P ×GW = E

TP ×TG TW


�πE

w
Φ̄������Tp

TP ×TG TW

NN
NNQ

πE

NNNNNQ Tp

TE

TM

and from it one easily sees that the induced connection is linear in both vector
bundle structures. We say that it is a linear connection on the associated bundle.
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Recall now from 6.11 the vertical lift vlE : E ×M E → V E, which is an
isomorphism, pr1–πE–fiberwise linear and also p–Tp–fiberwise linear.

Now we define the connector K of the linear connection Φ̄ by

K := pr2 ◦ (vlE)−1 ◦ Φ̄ : TE → V E → E ×M E → E.

Lemma. The connector K : TE → E is a vector bundle homomorphism for
both vector bundle structures on TE and satisfies K ◦ vlE = pr2 : E ×M E →
TE → E.

So K is πE–p–fiberwise linear and Tp–p–fiberwise linear.

Proof. This follows from the fiberwise linearity of the components of K and from
its definition. �

11.11. Linear connections. If (E, p,M) is a vector bundle, a connection
Ψ ∈ Ω1(E;TE) such that Ψ : TE → V E → TE is also Tp–Tp–fiberwise linear
is called a linear connection. An easy check with 11.9 or a direct construction
shows that Ψ is then induced from a unique principal connection on the linear
frame bundle GL(Rn, E) of E (where n is the fiber dimension of E).

Equivalently a linear connection may be specified by a connector K : TE → E
with the three properties of lemma 11.10. For then HE := {ξu : K(ξu) = 0p(u)}
is a complement to V E in TE which is Tp–fiberwise linearly chosen.

11.12. Covariant derivative on vector bundles. Let (E, p,M) be a vector
bundle with a linear connection, given by a connector K : TE → E with the
properties in lemma 11.10.

For any manifold N , smooth mapping s : N → E, and vector field X ∈ X(N)
we define the covariant derivative of s along X by

(1) ∇Xs := K ◦ Ts ◦X : N → TN → TE → E.

If f : N →M is a fixed smooth mapping, let us denote by C∞f (N,E) the vector
space of all smooth mappings s : N → E with p◦s = f – they are called sections
of E along f . From the universal property of the pullback it follows that the
vector space C∞f (N,E) is canonically linearly isomorphic to the space C∞(f∗E)
of sections of the pullback bundle. Then the covariant derivative may be viewed
as a bilinear mapping

(2) ∇ : X(N)× C∞f (N,E)→ C∞f (N,E).

Lemma. This covariant derivative has the following properties:

(3) ∇Xs is C∞(N,R)-linear in X ∈ X(N). So for a tangent vector Xx ∈
TxN the mapping ∇Xx : C∞f (N,E) → Ef(x) makes sense and we have

(∇Xs)(x) = ∇X(x)s.
(4) ∇Xs is R-linear in s ∈ C∞f (N,E).
(5) ∇X(h.s) = dh(X).s+ h.∇Xs for h ∈ C∞(N,R), the derivation property

of ∇X .
(6) For any manifold Q and smooth mapping g : Q → N and Yy ∈ TyQ we

have ∇Tg.Yys = ∇Yy (s ◦ g). If Y ∈ X(Q) and X ∈ X(N) are g-related,
then we have ∇Y (s ◦ g) = (∇Xs) ◦ g.
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Proof. All these properties follow easily from the definition (1). �

For vector fields X, Y ∈ X(M) and a section s ∈ C∞(E) an easy computation
shows that

RE(X,Y )s : = ∇X∇Y s−∇Y∇Xs−∇[X,Y ]s

= ([∇X ,∇Y ]−∇[X,Y ])s

is C∞(M,R)-linear inX, Y , and s. By the method of 7.3 it follows thatRE is a 2-
form on M with values in the vector bundle L(E,E), i.e. RE ∈ Ω2(M ;L(E,E)).
It is called the curvature of the covariant derivative.

For f : N → M , vector fields X, Y ∈ X(N) and a section s ∈ C∞f (N,E)
along f one may prove that

∇X∇Y s−∇Y∇Xs−∇[X,Y ]s = (f∗RE)(X,Y )s = RE(Tf.X, Tf.Y )s.

We will do this in 37.15.(2).

11.13. Covariant exterior derivative. Let (E, p,M) be a vector bundle with
a linear connection, given by a connector K : TE → E.

For a smooth mapping f : N → M let Ω(N ; f∗E) be the vector space of all
forms on N with values in the vector bundle f∗E. We can also view them as
forms on N with values along f in E, but we do not introduce an extra notation
for this.

The graded space Ω(N ; f∗E) is a graded Ω(N)-module via

(ϕ ∧ Φ)(X1, . . . , Xp+q) =

= 1
p! q!

∑
σ

sign(σ) ϕ(Xσ1, . . . , Xσp)Φ(Xσ(p+1), . . . , Xσ(p+q)).

It can be shown that the graded module homomorphisms H : Ω(N ; f∗E) →
Ω(N ; f∗E) (so that H(ϕ ∧ Φ) = (−1)degH. degϕϕ ∧H(Φ)) are exactly the map-
pings µ(A) for A ∈ Ωp(N ; f∗L(E,E)), which are given by

(µ(A)Φ)(X1, . . . , Xp+q) =

= 1
p! q!

∑
σ

sign(σ) A(Xσ1, . . . , Xσp)(Φ(Xσ(p+1), . . . , Xσ(p+q))).

The covariant exterior derivative d∇ : Ωp(N ; f∗E) → Ωp+1(N ; f∗E) is defined
by (where the Xi are vector fields on N)

(d∇Φ)(X0, . . . , Xp) =
p∑
i=0

(−1)i∇XiΦ(X0, . . . , X̂i, . . . , Xp)

+
∑

0≤i<j≤p

(−1)i+jΦ([Xi, Xj ], X0, . . . , X̂i, . . . , X̂j , . . . , Xp).
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Lemma. The covariant exterior derivative is well defined and has the following
properties.

(1) For s ∈ C∞(f∗E) = Ω0(N ; f∗E) we have (d∇s)(X) = ∇Xs.
(2) d∇(ϕ ∧ Φ) = dϕ ∧ Φ + (−1)degϕϕ ∧ d∇Φ.
(3) For smooth g : Q→ N and Φ ∈ Ω(N ; f∗E) we have d∇(g∗Φ) = g∗(d∇Φ).
(4) d∇d∇Φ = µ(f∗RE)Φ.

Proof. It suffices to investigate decomposable forms Φ = ϕ ⊗ s for ϕ ∈ Ωp(N)
and s ∈ C∞(f∗E). Then from the definition we have d∇(ϕ ⊗ s) = dϕ ⊗ s +
(−1)pϕ ∧ d∇s. Since by 11.12.(3) d∇s ∈ Ω1(N ; f∗E), the mapping d∇ is well
defined. This formula also implies (2) immediately. (3) follows from 11.12.(6).
(4) is checked as follows:

d∇d∇(ϕ⊗ s) = d∇(dϕ⊗ s+ (−1)pϕ ∧ d∇s) by (2)

= 0 + (−1)2pϕ ∧ d∇d∇s
= ϕ ∧ µ(f∗RE)s by the definition of RE

= µ(f∗RE)(ϕ⊗ s). �

11.14. Let (P, p,M,G) be a principal fiber bundle and let ρ : G → GL(W ) be
a representation of the structure group G on a finite dimensional vector space
W .

Theorem. There is a canonical isomorphism from the space of P [W,ρ]-valued
differential forms on M onto the space of horizontal G-equivariant W -valued
differential forms on P :

q] : Ω(M ;P [W,ρ])→ Ωhor(P ;W )G := {ϕ ∈ Ω(P ;W ) : iXϕ = 0

for all X ∈ V P, (rg)∗ϕ = ρ(g−1) ◦ ϕ for all g ∈ G}.

In particular for W = R with trivial representation we see that

p∗ : Ω(M)→ Ωhor(P )G = {ϕ ∈ Ωhor(P ) : (rg)∗ϕ = ϕ}

is also an isomorphism. The isomorphism

q] : Ω0(M ;P [W ]) = C∞(P [W ])→ Ω0
hor(P ;W )G = C∞(P,W )G

is a special case of the one from 10.12.

Proof. Recall the smooth mapping τG : P ×M P → G from 10.2, which satisfies
r(ux, τG(ux, vx)) = vx, τG(ux.g, u′x.g

′) = g−1.τG(ux, u′x).g′, and τG(ux, ux) = e.
Let ϕ ∈ Ωkhor(P ;W )G, X1, . . . , Xk ∈ TuP , and X ′1, . . . , X

′
k ∈ Tu′P such that

Tup.Xi = Tu′p.X
′
i for each i. Then we have for g = τG(u, u′), so that ug = u′:

q(u, ϕu(X1, . . . , Xk)) = q(ug, ρ(g−1)ϕu(X1, . . . , Xk))

= q(u′, ((rg)∗ϕ)u(X1, . . . , Xk))

= q(u′, ϕug(Tu(rg).X1, . . . , Tu(rg).Xk))

= q(u′, ϕu′(X ′1, . . . , X
′
k)), since Tu(rg)Xi −X ′i ∈ Vu′P.
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By this prescription a vector bundle valued form Φ ∈ Ωk(M ;P [W ]) is uniquely
determined.

For the converse recall the smooth mapping τW : P ×M P [W,ρ] → W
from 10.7, which satisfies τW (u, q(u,w)) = w, q(ux, τW (ux, vx)) = vx, and
τW (uxg, vx) = ρ(g−1)τW (ux, vx).

For Φ ∈ Ωk(M ;P [W ]) we define q]Φ ∈ Ωk(P ;W ) as follows. For Xi ∈ TuP
we put

(q]Φ)u(X1, . . . , Xk) := τW (u,Φp(u)(Tup.X1, . . . , Tup.Xk)).

Then q]Φ is smooth and horizontal. For g ∈ G we have

((rg)∗(q]Φ))u(X1, . . . , Xk) = (q]Φ)ug(Tu(rg).X1, . . . , Tu(rg).Xk)

= τW (ug,Φp(ug)(Tugp.Tu(rg).X1, . . . , Tugp.Tu(rg).Xk))

= ρ(g−1)τW (u,Φp(u)(Tup.X1, . . . , Tup.Xk))

= ρ(g−1)(q]Φ)u(X1, . . . , Xk).

Clearly the two constructions are inverse to each other. �

11.15. Let (P, p,M,G) be a principal fiber bundle with a principal connection
Φ = ζ ◦ω, and let ρ : G→ GL(W ) be a representation of the structure group G
on a finite dimensional vector space W . We consider the associated vector bundle
(E := P [W,ρ], p,M,W ), the induced connection Φ̄ on it and the corresponding
covariant derivative.

Theorem. The covariant exterior derivative dω from 11.5 on P and the co-
variant exterior derivative for P [W ]-valued forms on M are connected by the
mapping q] from 11.14, as follows:

q] ◦ d∇ = dω ◦ q] : Ω(M ;P [W ])→ Ωhor(P ;W )G.

Proof. Let first f ∈ Ω0
hor(P ;W )G = C∞(P,W )G, then we have f = q]s for s ∈

C∞(P [W ]). Moreover we have f(u) = τW (u, s(p(u))) and s(p(u)) = q(u, f(u))
by 11.14 and 10.12. Therefore Ts.Tp.Xu = Tq(Xu, T f.Xu), where Tf.Xu =
(f(u), df(Xu)) ∈ TW = W ×W . If χ : TP → HP is the horizontal projection
as in 11.5, we have Ts.Tp.Xu = Ts.Tp.χ.Xu = Tq(χ.Xu, T f.χ.Xu). So we get

(q]d∇s)(Xu) = τW (u, (d∇s)(Tp.Xu))

= τW (u,∇Tp.Xus) by 11.13.(1)

= τW (u,K.Ts.Tp.Xu) by 11.12.(1)

= τW (u,K.Tq(χ.Xu, T f.χ.Xu)) from above

= τW (u, pr2.vl
−1
P [W ].Φ̄.T q(χ.Xu, T f.χ.Xu)) by 11.10

= τW (u, pr2.vl
−1
P [W ].T q.(Φ× Id)(χ.Xu, T f.χ.Xu))) by 11.8
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= τW (u, pr2.vl
−1
P [W ].T q(0u, T f.χ.Xu))) since Φ.χ = 0

= τW (u, q.pr2.vl
−1
P×W .(0u, T f.χ.Xu))) since q is fiber linear

= τW (u, q(u, df.χ.Xu)) = (χ∗df)(Xu)

= (dωq]s)(Xu).

Now we turn to the general case. It suffices to check the formula for a decom-
posable P [W ]-valued form Ψ = ψ ⊗ s ∈ Ωk(M,P [W ]), where ψ ∈ Ωk(M) and
s ∈ C∞(P [W ]). Then we have

dωq
](ψ ⊗ s) = dω(p∗ψ · q]s)

= dω(p∗ψ) · q]s+ (−1)kχ∗p∗ψ ∧ dωq]s by 11.5.(1)

= χ∗p∗dψ · q]s+ (−1)kp∗ψ ∧ q]d∇s from above and 11.5.(4)

= p∗dψ · q]s+ (−1)kp∗ψ ∧ q]d∇s
= q](dψ ⊗ s+ (−1)kψ ∧ d∇s)
= q]d∇(ψ ⊗ s). �

11.16. Corollary. In the situation of theorem 11.15 above we have for the cur-
vature form Ω ∈ Ω2

hor(P ; g) and the curvature RP [W ] ∈ Ω2(M ;L(P [W ], P [W ]))
the relation

q]L(P [W ],P [W ])R
P [W ] = ρ′ ◦ Ω,

where ρ′ = Teρ : g→ L(W,W ) is the derivative of the representation ρ.

Proof. We use the notation of the proof of theorem 11.15. By this theorem we
have for X, Y ∈ TuP

(dωdωq
]
P [W ]s)u(X,Y ) = (q]d∇d∇s)u(X,Y )

= (q]RP [W ]s)u(X,Y )

= τW (u,RP [W ](Tup.X, Tup.Y )s(p(u)))

= (q]L(P [W ],P [W ])R
P [W ])u(X,Y )(q]P [W ]s)(u).

On the other hand we have by theorem 11.5.(8)

(dωdωq]s)u(X,Y ) = (χ∗iRdq]s)u(X,Y )

= (dq]s)u(R(X,Y )) since R is horizontal

= (dq]s)(−ζΩ(X,Y )(u)) by 11.2

= ∂
∂t

∣∣
0

(q]s)(FlζΩ(X,Y )
−t (u))

= ∂
∂t

∣∣
0
τW (u. exp(−tΩ(X,Y )), s(p(u. exp(−tΩ(X,Y )))))

= ∂
∂t

∣∣
0
τW (u. exp(−tΩ(X,Y )), s(p(u)))

= ∂
∂t

∣∣
0
ρ(exp tΩ(X,Y ))τW (u, s(p(u))) by 10.7

= ρ′(Ω(X,Y ))(q]s)(u). �
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Remarks

The concept of connections on general fiber bundles was formulated at about
1970, see e. g. [Libermann, 73]. The theorem 9.9 that each fiber bundle admits
a complete connection is contained in [Wolf, 67], with an incorrect proof. It is
an exercise in [Greub-Halperin-Vanstone I, 72, p 314]. The proof given here and
the generalization 9.11 of the Ambrose Singer theorem are from [Michor, 88], see
also [Michor, 91], which are also the source for 11.8 and 11.9. The results 11.15
and 11.16 appear here for the first time.

æ
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CHAPTER IV.
JETS AND NATURAL BUNDLES

In this chapter we start our systematic treatment of geometric objects and
operators. It has become commonplace to think of geometric objects on a man-
ifold M as forming fiber bundles over the base M and to work with sections
of these bundles. The concrete objects were frequently described in coordinates
by their behavior under the coordinate changes. Stressing the change of coor-
dinates, we can say that local diffeomorphisms on the base manifold operate on
the bundles of geometric objects. Since a further usual assumption is that the
resulting transformations depend only on germs of the underlying morphisms,
we actually deal with functors defined on all open submanifolds of M and local
diffeomorphisms between them (let us recall that local diffeomorphisms are glob-
ally defined locally invertible maps), see the preface. This is the point of view
introduced by [Nijenhuis, 72] and worked out later by [Terng, 78], [Palais, Terng,
77], [Epstein, Thurston, 79] and others. These functors are fully determined by
their restriction to any open submanifold and therefore they extend to the whole
category Mfm of m-dimensional manifolds and local diffeomorphisms. An im-
portant advantage of such a definition of bundles of geometric objects is that we
get a precise definition of geometric operators in the concept of natural opera-
tors. These are rules transforming sections of one natural bundle into sections of
another one and commuting with the induced actions of local diffeomorphisms
between the base manifolds.

In the theory of natural bundles and operators, a prominent role is played
by jets. Roughly speaking, jets are certain equivalence classes of smooth maps
between manifolds, which are represented by Taylor polynomials. We start this
chapter with a thorough treatment of jets and jet bundles, and we investigate the
so called jet groups. Then we give the definition of natural bundles and deduce
that the r-th order natural bundles coincide with the associated fibre bundles to
r-th order frame bundles. So they are in bijection with the actions of the r-th
order jet group Grm on manifolds. Moreover, natural transformations between
the r-th order natural bundles bijectively correspond to Grm-equivariant maps.
Let us note that in chapter V we deduce a rather general theory of functors on
categories over manifolds and we prove that both the finiteness of the order and
the regularity of natural bundles are consequences of the other axioms, so that
actually we describe all natural bundles here. Next we treat the basic properties
of natural operators. In particular, we show that k-th order natural operators
are described by natural transformations of the k-th order jet prolongations of
the bundles in question. This reduces even the problem of finding finite order
natural operators to determining Grm-equivariant maps, which will be discussed
in chapter VI.
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Further we present the procedure of principal prolongation of principal fiber
bundles based on an idea of [Ehresmann, 55] and we show that the jet prolonga-
tions of associated bundles are associated bundles to the principal prolongations
of the corresponding principal bundles. This fact is of basic importance for the
theory of gauge natural bundles and operators, the foundations of which will be
presented in chapter XII. The canonical form on first order principal prolonga-
tion of a principal bundle generalizes the well known canonical form on an r-th
order frame bundle. These canonical forms are used in a formula for the first jet
prolongation of sections of arbitrary associated fiber bundles, which represents a
common basis for several algorithms in different branches of differential geome-
try. At the end of the chapter, we reformulate a part of the theory of connections
from the point of view of jets, natural bundles and natural operators. This is
necessary for our investigation of natural operations with connections, but we
believe that this also demonstrates the power of the jet approach to give a clear
picture of geometric concepts.

12. Jets

12.1. Roughly speaking, two maps f , g : M → N are said to determine the
same r-jet at x ∈M , if they have the r-th order contact at x. To make this idea
precise, we first define the r-th order contact of two curves on a manifold. We
recall that a smooth function R → R is said to vanish to r-th order at a point,
if all its derivatives up to order r vanish at this point.

Definition. Two curves γ, δ : R→M have the r-th contact at zero, if for every
smooth function ϕ on M the difference ϕ ◦ γ − ϕ ◦ δ vanishes to r-th order at
0 ∈ R.

In this case we write γ ∼r δ. Obviously, ∼r is an equivalence relation. For
r = 0 this relation means γ(0) = δ(0).

Lemma. If γ ∼r δ, then f ◦ γ ∼r f ◦ δ for every map f : M → N .

Proof. If ϕ is a function on N , then ϕ ◦ f is a function on M . Hence ϕ ◦ f ◦ γ −
ϕ ◦ f ◦ δ has r-th order zero at 0. �

12.2. Definition. Two maps f , g : M → N are said to determine the same
r-jet at x ∈M , if for every curve γ : R→M with γ(0) = x the curves f ◦ γ and
g ◦ γ have the r-th order contact at zero.

In such a case we write jrxf = jrxg or jrf(x) = jrg(x).
An equivalence class of this relation is called an r-jet of M into N . Obviously,

jrxf depends on the germ of f at x only. The set of all r-jets of M into N is
denoted by Jr(M,N). For X = jrxf ∈ Jr(M,N), the point x =: αX is the
source of X and the point f(x) =: βX is the target of X. We denote by πrs ,
0 ≤ s ≤ r, the projection jrxf 7→ jsxf of r-jets into s-jets. By Jrx(M,N) or
Jr(M,N)y we mean the set of all r-jets of M into N with source x ∈ M or
target y ∈ N , respectively, and we write Jrx(M,N)y = Jrx(M,N) ∩ Jr(M,N)y.
The map jrf : M → Jr(M,N) is called the r-th jet prolongation of f : M → N .
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12.3. Proposition. If two pairs of maps f , f̄ : M → N and g, ḡ : N → Q
satisfy jrxf = jrxf̄ and jryg = jry ḡ, f(x) = y = f̄(x), then jrx(g ◦ f) = jrx(ḡ ◦ f̄).

Proof. Take a curve γ on M with γ(0) = x. Then jrxf = jrxf̄ implies f◦γ ∼r f̄◦γ,
lemma 12.1 gives ḡ ◦ f ◦ γ ∼r ḡ ◦ f̄ ◦ γ and jryg = jry ḡ yields g ◦ f ◦ γ ∼r ḡ ◦ f ◦ γ.
Hence g ◦ f ◦ γ ∼r ḡ ◦ f̄ ◦ γ. �

In other words, r-th order contact of maps is preserved under composition. If
X ∈ Jrx(M,N)y and Y ∈ Jry (N,Q)z are of the form X = jrxf and Y = jryg, we
can define the composition Y ◦X ∈ Jrx(M,Q)z by

Y ◦X = jrx(g ◦ f).

By the above proposition, Y ◦X does not depend on the choice of f and g. We
remark that we find it useful to denote the composition of r-jets by the same
symbol as the composition of maps. Since the composition of maps is associative,
the same holds for r-jets. Hence all r-jets form a category, the units of which
are the r-jets of the identity maps of manifolds. An element X ∈ Jrx(M,N)y
is invertible, if there exists X−1 ∈ Jry (N,M)x such that X−1 ◦ X = jrx(idM )
and X ◦ X−1 = jry(idN ). By the implicit function theorem, X ∈ Jr(M,N) is
invertible if and only if the underlying 1-jet πr1X is invertible. The existence of
such a jet implies dimM = dimN . We denote by invJr(M,N) the set of all
invertible r-jets of M into N .

12.4. Let f : M → M̄ be a local diffeomorphism and g : N → N̄ be a map.
Then there is an induced map Jr(f, g) : Jr(M,N)→ Jr(M̄, N̄) defined by

Jr(f, g)(X) = (jryg) ◦X ◦ (jrxf)−1

where x = αX and y = βX are the source and target of X ∈ Jr(M,N). Since
the jet composition is associative, Jr is a functor defined on the product category
Mfm×Mf . (We shall see in 12.6 that the values of Jr lie in the category FM.)

12.5. We are going to describe the coordinate expression of r-jets. We recall
that a multiindex of range m is a m-tuple α = (α1, . . . , αm) of non-negative
integers. We write |α| = α1 + · · · + αm, α! = α1! · · ·αm! (with 0! = 1), xα =
(x1)α1 . . . (xm)αm for x = (x1, . . . , xm) ∈ Rm. We denote by

Dαf =
∂|α|f

(∂x1)α1 . . . (∂xm)αm

the partial derivative with respect to the multiindex α of a function f : U ⊂
R
m → R.

Proposition. Given a local coordinate system xi on M in a neighborhood of x
and a local coordinate system yp on N in a neighborhood of f(x), two maps f ,
g : M → N satisfy jrxf = jrxg if and only if all the partial derivatives up to order
r of the components fp and gp of their coordinate expressions coincide at x.

Proof. We first deduce that two curves γ(t), δ(t) : R → N satisfy γ ∼r δ if and
only if

(1)
dk(yp ◦ γ)(0)

dtk
=
dk(yp ◦ δ)(0)

dtk
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k = 0, 1, . . . , r, for all coordinate functions yp. On one hand, if γ ∼r δ, then
yp ◦ γ − yp ◦ δ vanishes to order r, i.e. (1) is true. On the other hand, let (1)
hold. Given a function ϕ on N with coordinate expression ϕ(y1, . . . , yn), we find
by the chain rule that all derivatives up to order r of ϕ ◦ δ depend only on the
partial derivatives up to order r of ϕ at γ(0) and on (1). Hence ϕ ◦ γ − ϕ ◦ δ
vanishes to order r at 0.

If the partial derivatives up to the order r of fp and gp coincide at x, then
the chain rule implies f ◦ γ ∼r g ◦ γ by (1). This means jrxf = jrxg. Conversely,
assume jrxf = jrxg. Consider the curves xi = ait with arbitrary ai. Then the
coordinate condition for f ◦ γ ∼r g ◦ γ reads

(2)
∑
|α|=k

(Dαf
p(x))aα =

∑
|α|=k

(Dαg
p(x))aα

k = 0, 1, . . . , r. Since ai are arbitrary, (2) implies that all partial derivatives up
to order r of fp and gp coincide at x. �

Now we can easily prove that the auxiliary relation γ ∼r δ can be expressed
in terms of r-jets.

Corollary. Two curves γ, δ : R→M satisfy γ ∼r δ if and only if jr0γ = jr0δ.

Proof. Since xi ◦ γ and xi ◦ δ are the coordinate expressions of γ and δ, (1) is
equivalent to jr0γ = jr0δ. �

12.6. Write Lrm,n = Jr0 (Rm,Rn)0. By proposition 12.5, the elements of Lrm,n
can be identified with the r-th order Taylor expansions of the generating maps,
i.e. with the n-tuples of polynomials of degree r in m variables without absolute
term. Such an expression ∑

1≤|α|≤r

apαx
α

will be called the polynomial representative of an r-jet. Hence Lrm,n is a nu-
merical space of the variables apα. Standard combinatorics yields dimLrm,n =
n
[(
m+r
m

)
− 1
]
. The coordinates on Lrm,n will sometimes be denoted more explic-

itly by api , a
p
ij , . . . , a

p
i1...ir

, symmetric in all subscripts. The projection πrs : Lrm,n
→ Lsm,n consists in suppressing all terms of degree > s.

The jet composition Lrm,n×Lrn,q → Lrm,q is evaluated by taking the composi-
tion of the polynomial representatives and suppressing all terms of degree higher
than r. Some authors call it the truncated polynomial composition. Hence the
jet composition Lrm,n×Lrn,q → Lrm,q is a polynomial map of the numerical spaces
in question. The sets Lrm,n can be viewed as the sets of morphisms of a category
Lr over non-negative integers, the composition in which is the jet composition.

The set of all invertible elements of Lrm,m with the jet composition is a Lie
group Grm called the r-th differential group or the r-th jet group in dimension m.
For r = 1 the group G1

m is identified with GL(m,R). That is why some authors
use GLr(m,R) for Grm.

In the case M = R
m, we can identify every X ∈ Jr(Rm,Rn) with a triple

(αX, (jrβXt
−1
βX) ◦ X ◦ (jr0tαX), βX) ∈ Rm × Lrm,n × Rn, where tx means the

Electronic edition of: Natural Operations in Differential Geometry, Springer-Verlag, 1993



120 Chapter IV. Jets and natural bundles

translation on Rm transforming 0 into x. This product decomposition defines
the structure of a smooth manifold on Jr(Rm,Rn) as well as the structure of
a fibered manifold πr0 : Jr(Rm,Rn) → R

m × Rn. Since the jet composition in
Lr is polynomial, the induced map Jr(f, g) of every pair of diffeomorphisms
f : Rm → R

m and g : Rn → R
n is a fibered manifold isomorphism over (f, g).

Having two manifolds M and N , every local charts ϕ : U → R
m and ψ : V → R

n

determine an identification (πr0)−1(U×V ) ∼= Jr(Rm,Rn). Since the chart chang-
ings are smooth maps, this defines the structure of a smooth fibered manifold on
πr0 : Jr(M,N)→M ×N . Now we see that Jr is a functorMfm×Mf → FM.
Obviously, all jet projections πrs are surjective submersions.

12.7. Remark. In definition 12.2 we underlined the geometrical approach to
the concept of r-jets. We remark that there exists a simple algebraic approach
as well. Consider the ring C∞x (M,R) of all germs of smooth functions on a
manifold M at a point x and its subset M(M,x) of all germs with zero value
at x, which is the unique maximal ideal of C∞x (M,R). Let M(M,x)k be the
k-th power of the ideal M(M,x) in the algebraic sense. Using coordinates one
verifies easily that two maps f , g : M → N , f(x) = y = g(x), determine the
same r-jet if and only if ϕ ◦ f − ϕ ◦ g ∈M(M,x)r+1 for every ϕ ∈ C∞y (N,R).

12.8. Velocities and covelocities. The elements of the manifold T rkM :=
Jr0 (Rk,M) are said to be the k-dimensional velocities of order r on M , in short
(k, r)-velocities. The inclusion T rkM ⊂ Jr(Rm,M) defines the structure of a
smooth fiber bundle on T rkM →M . Every smooth map f : M → N is extended
into an FM-morphism T rk f : T rkM → T rkN defined by T rk f(jr0g) = jr0(f ◦ g).
Hence T rk is a functor Mf → FM. Since every map Rk → M1 ×M2 coincides
with a pair of maps Rk → M1 and Rk → M2, functor T rk preserves products.
For k = r = 1 we obtain another definition of the tangent functor T = T 1

1 .
We remark that we can now express the contents of definition 12.2 by saying

that jrxf = jrxg holds if and only if the restrictions of both T r1 f and T r1 g to
(T r1M)x coincide.

The space T r∗k M = Jr(M,Rk)0 is called the space of all (k, r)-covelocities on
M . In the most important case k = 1 we write in short T r∗1 = T r∗. Since Rk is a
vector space, T r∗k M →M is a vector bundle with jrxϕ(u) + jrxψ(u) = jrx(ϕ(u) +
ψ(u)), u ∈ M , and kjrxϕ(u) = jrxkϕ(u), k ∈ R. Every local diffeomorphism
f : M → N is extended to a vector bundle morphism T r∗k f : T r∗k M → T r∗k N ,
jrxϕ 7→ jrf(x)(ϕ ◦ f

−1), where f−1 is constructed locally. In this sense T r∗k is a
functor on Mfm. For k = r = 1 we obtain the construction of the cotangent
bundles as a functor T 1∗

1 = T ∗ onMfm. We remark that the behavior of T r∗k on
arbitrary smooth maps will be reflected in the concept of star bundle functors
we shall introduce in 41.2.

12.9. Jets as algebra homomorphisms. The multiplication of reals induces
a multiplication in every vector space T r∗x M by

(jrxϕ(u))(jrxψ(u)) = jrx(ϕ(u)ψ(u)),

which turns T r∗x M into an algebra. Every jrxf ∈ Jrx(M,N)y defines an algebra
homomorphism hom(jrxf) : T r∗y N → T r∗x M by jryϕ 7→ jrx(ϕ ◦ f). To deduce
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the converse assertion, consider some local coordinates xi on M and yp on N
centered at x and y. The algebra T r∗y N is generated by jr0y

p. If we prescribe
quite arbitrarily the images Φ(jr0y

p) in T r∗x M , this is extended into a unique
algebra homomorphism Φ: T r∗y N → T r∗x M . The n-tuple Φ(jr0y

p) represents
the coordinate expression of a jet X ∈ Jrx(M,N)y and one verifies easily Φ =
hom(X). Thus we have proved

Proposition. There is a canonical bijection between Jrx(M,N)y and the set of
all algebra homomorphisms Hom(T r∗y N,T r∗x M).

For r = 1 the product of any two elements in T ∗xM is zero. Hence the algebra
homomorphisms coincide with the linear maps T ∗yN → T ∗xM . This gives an
identification J1(M,N) = TN ⊗ T ∗M (which can be deduced by several other
ways as well).

12.10. Kernel descriptions. The projection πrr−1 : T r∗M → T r−1∗M is a
linear morphism of vector bundles. Its kernel is described by the following exact
sequence of vector bundles over M

(1) 0 −→ SrT ∗M −→ T r∗M
πrr−1−−−→ T r−1∗M −→ 0

where Sr indicates the r-th symmetric tensor power. To prove it, we first con-
struct a map p :

r
× T ∗M → T r∗M . Take r functions f1, . . . , fr on M with

values zero at x and construct the r-jet at x of their product. One sees directly
that jrx(f1 . . . fr) depends on j1

xf1, . . . , j
1
xfr only and lies in ker(πrr−1). We have

jrx(f1 . . . fr) = j1
xf1 © · · · © j1

xfr, where © means the symmetric tensor prod-
uct, so that p is uniquely extended into a linear isomorphism of SrT ∗M into
ker(πrr−1).

Next we shall use a similar idea for a geometrical construction of an iden-
tification, which is usually justified by the coordinate evaluations only. Let ŷ
denote the constant map of M into y ∈ N .

Proposition. The subspace (πrr−1)−1(jr−1
x ŷ) ⊂ Jrx(M,N)y is canonically iden-

tified with TyN ⊗ SrT ∗xM .

Proof. Let B ∈ TyN and j1
xfp ∈ T ∗xM , p = 1, . . . , r. For every jryϕ ∈ T r∗y N ,

take the value Bϕ ∈ R of the derivative of ϕ in direction B and construct a
function (Bϕ)f1(u) . . . fr(u) on M . It is easy to see that jryϕ 7→ jrx((Bϕ)f1 . . . fr)
is an algebra homomorphism T r∗y N → T r∗x M . This defines a map p : TyN ×

T ∗xM
r-times
× . . .×T ∗xM → Jrx(M,N)y. Using coordinates one verifies that p generates

linearly the required identification. �

For r = 1 we have a distinguished element j1
xŷ in every fiber of J1(M,N)→

M ×N . This identifies J1(M,N) with TN ⊗ T ∗M .
In particular, if we apply the above proposition to the projection

πrr−1 : (T rkM)x → (T r−1
k M)x, x ∈M , we find

(2) (πrr−1)−1(jr−1
0 x̂) = TxM ⊗ SrRk∗.
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12.11. Proposition. πrr−1 : Jr(M,N) → Jr−1(M,N) is an affine bundle,
the modelling vector bundle of which is the pullback of TN ⊗ SrT ∗M over
Jr−1(M,N).

Proof. Interpret X ∈ Jrx(M,N)y and A ∈ TyN ⊗ SrT ∗xM ⊂ Jrx(M,N)y as alge-
bra homomorphisms T r∗y N → T r∗x M . For every Φ ∈ T r∗y N we have πrr−1(A(Φ))
= 0 and πr0(X(Φ)) = 0. This implies X(Φ)A(Ψ) = 0 and A(Φ)A(Ψ) = 0
for any other Ψ ∈ T r∗y N . Hence X(ΦΨ) + A(ΦΨ) = X(Φ)X(Ψ) = (X(Φ) +
A(Φ))(X(Ψ) +A(Ψ)), so that X+A is also an algebra homomorphism T r∗y N →
T r∗x M . Using coordinates we find easily that the map (X,A) 7→ X + A gives
rise to the required affine bundle structure. �

Since the tangent space to an affine space is the modelling vector space, we ob-
tain immediately the following property of the tangent map Tπrr−1 : TJr(M,N)
→ TJr−1(M,N).

Corollary. For every X ∈ Jrx(M,N)y, the kernel of the restriction of Tπrr−1 to
TXJ

r(M,N) is TyN ⊗ SrT ∗xM .

12.12. The frame bundle of order r. The set P rM of all r-jets with source
0 of the local diffeomorphisms of Rm into M is called the r-th order frame
bundle of M . Obviously, P rM = invT rm(M) is an open subset of T rm(M),
which defines a structure of a smooth fiber bundle on P rM → M . The group
Grm acts smoothly on P rM on the right by the jet composition. Since for
every jr0ϕ, jr0ψ ∈ P rxM there is a unique element jr0(ϕ−1 ◦ ψ) ∈ Grm satisfying
(jr0ϕ)◦(jr0(ϕ−1◦ψ)) = jr0ψ, P rM is a principal fiber bundle with structure group
Grm. For r = 1, the elements of invJ1

0 (Rm,M)x are identified with the linear
isomorphisms Rm → TxM and G1

m = GL(m), so that P 1M coincides with the
bundle of all linear frames in TM , i.e. with the classical frame bundle of M .

Every velocities space T rkM is a fiber bundle associated with P rM with stan-
dard fiber Lrk,m. The basic idea consists in the fact that for every jr0f ∈ (T rkM)x
and jr0ϕ ∈ P rxM we have jr0(ϕ−1 ◦ f) ∈ Lrk,m, and conversely, every jr0g ∈ Lrk,m
and jr0ϕ ∈ P rxM determine jr0(ϕ◦g) ∈ (T rkM)x. Thus, if we formally define a left
action Grm × Lrk,m → Lrk,m by (jr0h, j

r
0g) 7→ jr0(h ◦ g), then T rkM is canonically

identified with the associated fiber bundle P rM [Lrk,m].
Quite similarly, every covelocities space T r∗k M is a fiber bundle associated

with P rM with standard fiber Lrm,k with respect to the left action Grm×Lrm,k →
Lrm,k, (jr0h, j

r
0g) 7→ jr0(g ◦ h−1). Furthermore, P rM × P rN is a principal fiber

bundle over M × N with structure group Grm × Grn. The space Jr(M,N) is a
fiber bundle associated with P rM ×P rN with standard fiber Lrm,n with respect
to the left action (Grm×Grn)×Lrm,n → Lrm,n, ((jr0ϕ, j

r
0ψ), jr0f) 7→ jr0(ψ◦f ◦ϕ−1).

Every local diffeomorphism f : M → N induces a map P rf : P rM → P rN
by P rf(jr0ϕ) = jr0(f ◦ ϕ). Since Grm acts on the right on both P rM and P rN ,
P rf is a local principal fiber bundle isomorphism. Hence P r is a functor from
Mfm into the category PB(Grm).

Given a left action of Grm on a manifold S, we have an induced map

{P rf, idS} : P rM [S]→ P rN [S]
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between the associated fiber bundles with standard fiber S, see 10.9. The rule
M 7→ P rM [S], f 7→ {P rf, idS} is a bundle functor onMfm as defined in 14.1. A
very interesting result is that every bundle functor onMfm is of this type. This
will be proved in section 22, but the proof involves some rather hard analytical
results.

12.13. For every Lie group G, T rkG is also a Lie group with multiplication
(jr0f(u))(jr0g(u)) = jr0(f(u)g(u)), u ∈ Rk, where f(u)g(u) is the product in
G. Clearly, if we consider the multiplication map µ : G × G → G, then the
multiplication map of T rkG is T rkµ : T rkG × T rkG → T rkG. The jet projections
πrs : T rkG → T skG are group homomorphisms. For s = 0, there is a splitting
ι : G → T rkG of πr0 = β : T rkG → G defined by ι(g) = jr0 ĝ, where ĝ means the
constant map of Rk into g ∈ G. Hence T rkG is a semidirect product of G and of
the kernel of β : T rkG→ G.

If G acts on the left on a manifold M , then T rkG acts on T rkM by

(jr0f(u))(jr0g(u)) = jr0
(
f(u)(g(u))

)
,

where f(u)(g(u)) means the action of f(u) ∈ G on g(u) ∈ M . If we consider
the action map ` : G ×M → M , then the action map of the induced action is
T rk ` : T rkG× T rkM → T rkM . The same is true for right actions.

12.14. r-th order tangent vectors. In general, consider the dual vector
bundle T r�k M = (T r∗k M)∗ of the (k, r)-covelocities bundle on M . For every map
f : M → N the jet composition A 7→ A ◦ (jrxf), x ∈ M , A ∈ (T r∗k N)f(x) defines
a linear map λ(jrxf) : (T r∗k N)f(x) → (T r∗k M)x. The dual map (λ(jrxf))∗ =:
(T r�k f)x : (T r�k M)x → (T r�k N)f(x) determines a functor T r�k onMf with values
in the category of vector bundles. For r > 1 these functors do not preserve
products by the dimension argument. In the most important case k = 1 we shall
write T r�1 = T (r) (in order to distinguish from the r-th iteration of T ). The
elements of T (r)M are called r-th order tangent vectors on M . We remark that
for r = 1 the formula TM = (T ∗M)∗ can be used for introducing the vector
bundle structure on TM .

Dualizing the exact sequence 12.10.(1), we obtain

(1) 0 −→ T (r−1)M −→ T (r)M −→ SrTM −→ 0.

This shows that there is a natural injection of the (r−1)-st order tangent vectors
into the r-th order ones. Analyzing the proof of 12.10.(1), one finds easily that
(1) has functorial character, i.e. for every map f : M → N the following diagram
commutes

(2)

0 w T (r−1)M w

u T
(r−1)f

T (r)M w

u T
(r)f

SrTM w

u
SrTf

0

0 w T (r−1)N w T (r)N w SrTN w 0
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12.15. Contact elements. Let N be an n-dimensional submanifold of a man-
ifold M . For every local chart ϕ : N → R

n, the rule x 7→ ϕ−1(x) considered as a
map Rn →M is called a local parametrization of N . The concept of the contact
of submanifolds of the same dimension can be reduced to the concept of r-jets.

Definition. Two n-dimensional submanifolds N and N̄ of M are said to have
r-th order contact at a common point x, if there exist local parametrizations
ψ : Rn →M of N and ψ̄ : Rn →M of N̄ , ψ(0) = x = ψ̄(0), such that jr0ψ = jr0 ψ̄.

An equivalence class of n-dimensional submanifolds of M will be called an
n-dimensional contact element of order r on M , in short a contact (n, r)-element
on M . We denote by Kr

nM the set of all contact (n, r)-elements on M . We have
a canonical projection ‘point of contact’ Kr

nM →M .
An (n, r)-velocity A ∈ (T rnM)x is called regular, if its underlying 1-jet corre-

sponds to a linear map Rn → TxM of rank n. For every local parametrization
ψ of an n-dimensional submanifold, jr0ψ is a regular (n, r)-velocity. Since in
the above definition we can reparametrize ψ and ψ̄ in the same way (i.e. we
compose them with the same origin preserving diffeomorphism of Rm), every
contact (n, r)-element on M can be identified with a class A ◦ Grn, where A is
a regular (n, r)-velocity on M . There is a unique structure of a smooth fibered
manifold on Kr

nM → M with the property that the factor projection from the
subbundle regT rnM ⊂ T rnM of all regular (n, r)-velocities into Kr

nM is a surjec-
tive submersion. (The simplest way how to check it is to use the identification
of an open subset in Kr

nR
m with the r-th jet prolongation of fibered manifold

R
n × Rm−n → R

n, which will be described in the end of 12.16.)
Every local diffeomorphism f : M → M̄ preserves the contact of submanifolds.

This induces a map Kr
nf : Kr

nM → Kr
nM̄ , which is a fibered manifold morphism

over f . Hence Kr
n is a bundle functor on Mfm. For r = 1 each fiber (K1

nM)x
coincides with the Grassmann manifold of n-planes in TxM , see 10.5. That is
why K1

nM is also called the Grassmannian n-bundle of M .

12.16. Jet prolongations of fibered manifolds. Let p : Y →M be a fibered
manifold, dimM = m, dimY = m+n. The set JrY (also written as Jr(Y →M)
or Jr(p : Y → M), if we intend to stress the base or the bundle projection) of
all r-jets of the local sections of Y will be called the r-th jet prolongation of Y .
Using polynomial representatives we find easily that an element X ∈ Jrx(M,Y )
belongs to JrY if and only if (jrβXp)◦X = jrx(idM ). Hence JrY ⊂ Jr(M,Y ) is a
closed submanifold. For every section s of Y →M , jrs is a section of JrY →M .

Let xi or yp be the canonical coordinates on Rm or Rn, respectively. Every
local fiber chart ϕ : U → R

m+n on Y identifies (πr0)−1(U) with Jr(Rm,Rn). This
defines the induced local coordinates ypα on JrY , 1 ≤ |α| ≤ r, where α is any
multi index of range m.

Let q : Z → N be another fibered manifold and f : Y → Z be an FM-
morphism with the property that the base map f0 : M → N is a local dif-
feomorphism. Then the map Jr(f, f0) : Jr(M,Y ) → Jr(N,Z) constructed in
12.4 transforms JrY into JrZ. Indeed, X ∈ JrY , βX = y is characterized
by (jryp) ◦ X = jrxidM , x = p(y), and q ◦ f = f0 ◦ p implies

(
jrf(y)q

)
◦
(
(jryf) ◦

X ◦ (jrf0(x)f
−1
0 )
)

= (jrxf0) ◦ (jryp) ◦ X ◦ jrf0(x)f
−1
0 = jrf0(x)idN . The restricted
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map will be denoted by Jrf : JrY → JrZ and called the r-th jet prolongation
of f . Let FMm denote the category of fibered manifolds with m-dimensional
bases and their morphisms with the additional property that the base maps are
local diffeomorphisms. Then the construction of the r-th jet prolongations can
be interpreted as a functor Jr : FMm → FM. (If there will be a danger of
confusion with the bifunctor Jr of spaces of r-jets between pairs of manifolds,
we shall write Jrfib for the fibered manifolds case.)

By proposition 12.11, πrr−1 : Jr(M,Y ) → Jr−1(M,Y ) is an affine bundle,
the associated vector bundle of which is the pullback of TY ⊗ SrT ∗M over
Jr−1(M,Y ). Taking into account the local trivializations of Y , we find that
πrr−1 : JrY → Jr−1Y is an affine subbundle of Jr(M,Y ) and its modelling vector
bundle is the pullback of V Y ⊗ SrT ∗M over Jr−1Y , where V Y denotes the
vertical tangent bundle of Y . For r = 1 it is useful to give a direct description
of the affine bundle structure on J1Y → Y because of its great importance in
the theory of connections. The space J1(M,Y ) coincides with the vector bundle
TY ⊗ T ∗M = L(TM,TY ). A 1-jet X : TxM → TyY , x = p(y), belongs to J1Y
if and only if Tp ◦X = idTxM . The kernel of such a projection induced by Tp is
VyY ⊗T ∗xM , so that the pre-image of idTxM in TyY ⊗T ∗xM is an affine subspace
with modelling vector space VyY ⊗ T ∗xM .

If we specialize corollary 12.11 to the case of a fibered manifold Y , we deduce
that for every X ∈ JrY the kernel of the restriction of Tπrr−1 : TJrY → TJr−1Y
to TXJrY is VβXY ⊗ SrT ∗αXM .

In conclusion we describe the relation between the contact (n, r)-elements
on a manifold M and the elements of the r-th jet prolongation of a suitable
local fibration on M . In a sufficiently small neighborhood U of an arbitrary
x ∈ M there exists a fibration p : U → N over an n-dimensional manifold N .
By the definition of contact elements, every X ∈ Kr

nM transversal to p (i.e.
the underlying contact 1-element of X is transversal to p) is identified with an
element of Jr(U → N) and vice versa. In particular, if we take U ∼= R

n×Rm−n,
then the latter identification induces some simple local coordinates on Kr

nM .

12.17. If E → M is a vector bundle, then JrE → M is also a vector bundle,
provided we define jrxs1(u) + jrxs2(u) = jrx(s1(u) + s2(u)), where u belongs to a
neighborhood of x ∈M , and kjrxs(u) = jrxks(u), k ∈ R.

Let Z → M be an affine bundle with the modelling vector bundle E → M .
Then JrZ →M is an affine bundle with the modelling vector bundle JrE →M .
Given jrxs ∈ JrZ and jrxσ ∈ JrE, we set jrxs(u)+jrxσ(u) = jrx(s(u)+σ(u)), where
the sum s(u) + σ(u) is defined by the canonical map Z ×M E → Z.

12.18. Infinite jets. Consider an infinite sequence

(1) A1, A2, . . . , Ar, . . .

of jets Ai ∈ J i(M,N) satisfying Ai = πi+1
i (Ai+1) for all i = 1, . . . . Such a

sequence is called a jet of order ∞ or an infinite jet of M into N . Hence the set
J∞(M,N) of all infinite jets of M into N is the projective limit of the sequence

J1(M,N)
π2

1←−− J2(M,N)
π3

2←−− . . .
πrr−1←−−− Jr(M,N)

πr+1
r←−−− . . .
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We denote by π∞r : J∞(M,N) → Jr(M,N) the projection transforming the
sequence (1) into its r-th term. In this book we usually treat J∞(M,N) as a
set only, i.e. we consider no topological or smooth structure on J∞(M,N). (For
the latter subject the reader can consult e.g. [Michor, 80].)

Given a smooth map f : M → N , the sequence

j1
xf ← j2

xf ← · · · ← jrxf ← . . .

x ∈ M , which is denoted by j∞x f or j∞f(x), is called the infinite jet of f at
x. The classical Borel theorem, see 19.4, implies directly that every element of
J∞(M,N) is the infinite jet of a smooth map of M into N , see also 19.4.

The spaces T∞k M of all k-dimensional velocities of infinite order and the infi-
nite differential group G∞m in dimension m are defined in the same way. Having
a fibered manifold Y → M , the infinite jets of its sections form the infinite jet
prolongation J∞Y of Y .

12.19. Jets of fibered manifold morphisms. If we consider the jets of mor-
phisms of fibered manifolds, we can formulate additional conditions concerning
the restrictions to the fibers or the induced base maps. In the first place, if we
have two maps f , g of a fibered manifold Y into another manifold, we say they
determine the same (r, s)-jet at y ∈ Y , s ≥ r, if

(1) jryf = jryg and jsy(f |Yx) = jsy(g|Yx),

where Yx is the fiber passing through y. The corresponding equivalence class will
be denoted by jr,sy f . Clearly (r, s)-jets of FM-morphisms form a category, and
the bundle projection determines a functor from this category into the category
of r-jets. We denote by Jr,s(Y, Ȳ ) the space of all (r, s)-jets of the fibered
manifold morphisms of Y into another fibered manifold Ȳ .

Moreover, let q ≥ r be another integer. We say that two FM-morphisms
f, g : Y → Ȳ determine the same (r, s, q)-jet at y, if it holds (1) and

(2) jqxBf = jqxBg,

where Bf and Bg are the induced base maps and x is the projection of y to the
base BY of Y . We denote by jr,s,qy f such an equivalence class and by Jr,s,q(Y, Ȳ )
the space of all (r, s, q)-jets of the fibered manifold morphisms between Y and
Ȳ . The bundle projection determines a functor from the category of (r, s, q)-jets
of FM-morphisms into the category of q-jets. Obviously, it holds

(3) Jr,s,q(Y, Ȳ ) = Jr,s(Y, Ȳ )×Jr(BY,BȲ ) J
q(BY,BȲ )

where we consider the above mentioned projection Jr,s(Y, Ȳ ) → Jr(BY,BȲ )
and the jet projection πqr : Jq(BY,BȲ )→ Jr(BY,BȲ ).
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12.20. An abstract characterization of the jet spaces. We remark that
[Kolář, to appear c] has recently deduced that the r-th order jets can be charac-
terized as homomorphic images of germs of smooth maps in the following way.
According to 12.3, the rule jr defined by

jr(germxf) = jrxf

transforms germs of smooth maps into r-jets and preserves the compositions.
By 12.6, Jr(M,N) is a fibered manifold over M ×N for every pair of manifolds
M , N . So if we denote by G(M,N) the set of all germs of smooth maps of M
into N , jr can be interpreted as a map

jr = jrM,N : G(M,N)→ Jr(M,N).

More generally, consider a rule F transforming every pair M , N of mani-
folds into a fibered manifold F (M,N) over M × N and a system ϕ of maps
ϕM,N : G(M,N)→ F (M,N) commuting with the projections G(M,N)→M ×
N and F (M,N)→M ×N for all M , N . Let us formulate the following require-
ments I–IV.

I. Every ϕM,N : G(M,N)→ F (M,N) is surjective.

II. For every pairs of composable germs B1, B2 and B̄1, B̄2, ϕ(B1) = ϕ(B̄1)
and ϕ(B2) = ϕ(B̄2) imply ϕ(B2 ◦B1) = ϕ(B̄2 ◦ B̄1).

By I and II we have a well defined composition (denoted by the same symbol
as the composition of germs and maps)

X2 ◦X1 = ϕ(B2 ◦B1)

for every X1 = ϕ(B1) ∈ Fx(M,N)y and X2 = ϕ(B2) ∈ Fy(N,P )z. Every local
diffeomorphism f : M → M̄ and every smooth map g : N → N̄ induces a map
F (f, g) : F (M,N)→ F (M̄, N̄) defined by

F (f, g)(X) = ϕ(germyg) ◦X ◦ ϕ((germxf)−1), X ∈ Fx(M,N)y.

III. Each map F (f, g) is smooth.

Consider the product N1
p1←− N1 × N2

p2−→ N2 of two manifolds. Then
we have the induced maps F (idM , p1) : F (M,N1 × N2) → F (M,N1) and
F (idM , p2) : F (M,N1 × N2) → F (M,N2). Both F (M,N1) and F (M,N2) are
fibered manifolds over M .

IV. F (M,N1×N2) coincides with the fibered product F (M,N1)×MF (M,N2)
and F (idM , p1), F (idM , p2) are the induced projections.

Then it holds: For every pair (F,ϕ) satisfying I–IV there exists an integer
r ≥ 0 such that (F,ϕ) = (Jr, jr). (The proof is heavily based on the theory of
Weil functors presented in chapter VIII below.)
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13. Jet groups

In spite of the fact that the jet groups lie at the core of considerations concern-
ing geometric objects and operations, they have not been studied very exten-
sively. The paper [Terng, 78] is one of the exceptions and many results presented
in this section appeared there for the first time.

13.1. Let us recall the jet groups Gkm = invJk0 (Rm,Rm)0 with the multiplication
defined by the composition of jets, cf. 12.6. The jet projections πl+1

l define the
sequence

(1) Gkm → Gk−1
m → · · · → G1

m → 1

and the normal subgroups Bl = kerπkl (or Bkl if more suitable) form the filtration

(2) Gkm = B0 ⊃ B1 ⊃ · · · ⊃ Bk−1 ⊃ Bk = 1.

Since we identify Jk0 (Rm,Rm) with the space of polynomial maps Rm → R
m of

degree less then or equal to k, we can write Gkm = {f = f1 + f2 + · · ·+ fk ; fi ∈
Lisym(Rm,Rm), 1 ≤ i ≤ k, and f1 ∈ GL(m) = G1

m}, where Lisym(Rm,Rn) is the
space of all homogeneous polynomial maps Rm → R

n of degree i. Hence Gkm is
identified with an open subset of an Euclidean space consisting of two connected
components. The connected component of the unit, i.e. the space of all invertible
jets of orientation preserving diffeomorphisms, will be denoted by Gkm

+. It
follows that the Lie algebra gkm is identified with the whole space Jk0 (Rm,Rm)0,
or equivalently with the space of k-jets of vector fields on Rm at the origin that
vanish at the origin. Since each jk0X, X ∈ X(Rm), has a canonical polynomial
representative, the elements of gkm can also be viewed as polynomial vector fields
X =

∑
aiµx

µ ∂
∂xi

. Here the sum goes over i and all multi indices µ with 1 ≤
|µ| ≤ k.

For technical reasons, we shall not use any summation convention in the rest of
this section and we shall use only subscripts for the indices of the space variables
x ∈ Rn, i.e. if (x1, . . . , xn) ∈ Rn, then x2

1 always means x1.x1, etc.

13.2. The tangent maps to the jet projections turn out to be jet projections
as well. Hence the sequence 13.1.(1) gives rise to the sequence of Lie algebra
homomorphisms

gkm
πkk−1−−−→ gk−1

m

πk−1
k−2−−−→ · · · π

2
1−−→ g1

m → 0
and we get the filtration by ideals bl = kerπkl (or bkl if more suitable)

gkm = b0 ⊃ b1 ⊃ · · · ⊃ bk−1 ⊃ bk = 0.

Let us define gp ⊂ gkm, 0 ≤ p ≤ k−1, as the space of all homogeneous polynomial
vector fields of degree p+1, i.e. gp = Lp+1

sym(Rm,Rm). By definition, gp is identified
with the quotient bp/bp+1 and at the level of vector spaces we have

(1) gkm = g0 ⊕ g1 ⊕ · · · ⊕ gk−1.

For any two subsets L1, L2 in a Lie algebra g we write [L1, L2] for the linear
subspace generated by the brackets [l1, l2] of elements l1 ∈ L1, l2 ∈ L2. A
decomposition g = g0⊕g1⊕. . . of a Lie algebra is called a grading if [gi, gj ] ⊂ gi+j
for all 0 ≤ i, j <∞. In our decomposition of gkm we take gi = 0 for all i ≥ k.
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Proposition. The Lie algebra gkm of the Lie group Gkm is the vector space
{jk0X ; X ∈ X(Rm), X(0) = 0} with the bracket

(2) [jk0X, j
k
0Y ] = −jk0 [X,Y ]

and with the exponential mapping

(3) exp(jk0X) = jk0 FlX1 , jk0X ∈ gkm.

The decomposition (1) is a grading and for all indices 0 ≤ i, j < k we have

(4) [gi, gj ] = gi+j if m > 1, or if m = 1 and i 6= j.

Proof. For every vector field X ∈ X(Rm), the map t 7→ jk0 FlXt is a one-parameter
subgroup in Gkm and the corresponding element in gkm is

∂
∂t

∣∣
0
jk0 FlXt = jk0

(
∂
∂t

∣∣
0

FlXt
)

= jk0X.

Hence exp(t.jk0X) = jk0 FlXt , see 4.18. Now, let us consider vector fields X, Y
on Rm vanishing at the origin and let us write briefly a := jk0X, b := jk0Y .
According to 3.16 and 4.18.(3) we have

−2jk0 [X,Y ] = 2jk0 [Y,X] = jk0
∂2

∂t2

∣∣∣
0

(
FlX−t ◦FlY−t ◦FlXt ◦FlYt

)
= ∂2

∂t2

∣∣∣
0

(
jk0 FlX−t ◦jk0 FlY−t ◦jk0 FlXt ◦jk0 FlYt

)
= ∂2

∂t2

∣∣∣
0

(
exp(−ta) ◦ exp(−tb) ◦ exp(ta) ◦ exp(tb)

)
= ∂2

∂t2

∣∣∣
0

(
FlLbt ◦ FlLat ◦ FlLb−t ◦ FlLa−t

)
(e) = 2[jk0X, j

k
0Y ].

So we have proved formulas (2) and (3). For all polynomial vector fields a =∑
aiλx

λ ∂
∂xi

, b =
∑
biµx

µ ∂
∂xi
∈ gkm the coordinate formula for the Lie bracket of

vector fields, see 3.4, and formula (2) imply

(5)

[a, b] =
∑
i,γ

ciγx
γ ∂

∂xi
where

ciγ =
∑

1≤j≤m
µ+λ−1j=γ

(
λjb

j
µa

i
λ − µja

j
λb
i
µ

)
.

Here 1j means the multi index α with αi = δij and there is no implicit summation
in the brackets. This formula shows that (1) is a grading. Let us evaluate[

xα
∂

∂xi
, xβ

∂

∂xi

]
= (αi − βi)xα+β−1i

∂

∂xi
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and consider two degrees p, q, 0 ≤ p+ q ≤ k − 1. If p 6= q then for every γ with
|γ| = p + q + 1 and for every index 1 ≤ i ≤ m, we are able to find some α and
β with |α| = p + 1, |β| = q + 1 and α + β = γ + 1i, βi 6= αi. Since the vector
fields xγ ∂

∂xi
, 1 ≤ i ≤ m, |γ| = p+ q + 1, form a linear base of the homogeneous

component gp+q, we get equality (4). If p = q, then the above consideration fails
only in the case γi = |γ|. But if m > 1, then we can take the bracket

[xjx
p
i
∂
∂xi

, xq+1
i

∂
∂xj

] = xp+q+1
i

∂
∂xi
− (q + 1)xp+qi xj

∂
∂xj

j 6= i.

Since the second summand belongs to [gp, gq] this completes the proof. �

13.3. Let us recall some general concepts. The commutator of elements a1, a2

of a Lie group G is the element a1a2a
−1
1 a−1

2 ∈ G. The closed subgroup K(S1, S2)
generated by all commutators of elements s1 ∈ S1 ⊂ G, s2 ∈ S2 ⊂ G is called
the commutator of the subsets S1 and S2. In particular, G′ := K(G,G) is called
the derived group of the Lie group G. We get two sequences of closed subgroups

G(0) = G = G(0)

G(n) = (G(n−1))′ n ∈ N
G(n) = K(G,G(n−1)) n ∈ N.

A Lie group G is called solvable if G(n) = {e} and nilpotent if G(n) = {e} for
some n ∈ N. Since always G(n) ⊃ G(n), every nilpotent Lie group is solvable.

The Lie bracket determines in each Lie algebra g the following two sequences
of Lie subalgebras

g = g(0) = g(0)

g(n) = [g(n−1), g(n−1)] n ∈ N
g(n) = [g, g(n−1)] n ∈ N.

The sequence g(n) is called the descending central sequence of g. A Lie algebra g

is called solvable if g(n) = 0 and nilpotent if g(n) = 0 for some n ∈ N, respectively.
Every nilpotent Lie algebra is solvable. If b is an ideal in g(n) such that the factor
g(n)/b is commutative, then b ⊃ g(n+1). Consequently Lie algebra g is solvable
if and only if there is a sequence of subalgebras g = b0 ⊃ b1 ⊃ · · · ⊃ bl = 0
where bk+1 ⊂ bk is an ideal, 0 ≤ k < l, and all factors bk/bk+1 are commutative.

Proposition. [Naymark, 76, p. 516] A connected Lie group is solvable, or nilpo-
tent if and only if its Lie algebra is solvable, or nilpotent, respectively.

13.4. Let i : GL(m)→ Gkm be the map transforming every matrix A ∈ GL(m)
into the r-jet at zero of the linear isomorphism x 7→ A(x), x ∈ Rm. This is a
splitting of the short exact sequence of Lie groups

(1) e w B1 w Gkm w
πk1

u
i

G1
m w e

so that we have the situation of 5.16.
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Proposition. The Lie group Gkm is the semidirect product GL(m) o B1 with
the action of GL(m) on B1 given by (1). The normal subgroup B1 is connected,
simply connected and nilpotent. The exponential map exp: b1 → B1 is a global
diffeomorphism.

Proof. Since the normal subgroup B1 is diffeomorphic to a Euclidean space,
see 13.1, it is connected and simply connected. Hence B1 is also nilpotent, for
its Lie algebra b1 is nilpotent, see 13.2.(4) and 13.3. By a general theorem, see
[Naymark, 76, p. 516], the exponential map of a connected and simply connected
solvable Lie group is a global diffeomorphism. Since our group is even nilpotent
this also follows from the Baker-Campbell-Hausdorff formula, see 4.29. �

13.5. We shall need some very basic concepts from representation theory. A
representation π of a Lie group G on a finite dimensional vector space V is a
Lie group homomorphism π : G → GL(V ). Analogously, a representation of
a Lie algebra g on V is a Lie algebra homomorphism g → gl(V ). For every
representation π : G → GL(V ) of a Lie group, the tangent map at the identity
Tπ : g→ gl(V ) is a representation of its Lie algebra, cf. 4.24.

Given two representations π1 on V1 and π2 on V2 of a Lie group G, or a Lie
algebra g, a linear map f : V1 → V2 is called a G-module or g-module homo-
morphism, if f(π1(a)(x)) = π2(a)(f(x)) for all a ∈ G or a ∈ g and all x ∈ V ,
respectively. We say that the representations π1 and π2 are equivalent, if there
is a G-module isomorphism or g-module isomorphism f : V1 → V2, respectively.

A linear subspace W ⊂ V in the representation space V is called invariant if
π(a)(W ) ⊂ W for all a ∈ G (or a ∈ g) and π is called irreducible if there is no
proper invariant subspace W ⊂ V . A representation π is said to be completely
reducible if V decomposes into a direct sum of irreducible invariant subspaces.
A decomposition of a completely reducible representation is unique up to the
ordering and equivalences. A classical result reads that the standard action of
GL(V ) on every invariant linear subspace of ⊗pV ⊗⊗qV ∗ is completely reducible
for each p and q, see e.g. [Boerner, 67].

A representation π of a connected Lie group G is irreducible, or completely
reducible if and only if the induced representation Tπ of its Lie algebra g is
irreducible, or completely reducible, respectively, see [Naymark, 76, p. 346].

A representation π : GL(m)→ GL(V ) is said to have homogeneous degree r if
π(t.idRm) = tridV for all t ∈ R \ {0}. Obviously, two irreducible representations
with different homogeneous degrees cannot be equivalent.

13.6. The GL(m)-module structure on b1 ⊂ gkm. Since B1 ⊂ Gkm is a
normal subgroup, the corresponding subalgebra b1 = g1⊕ · · · ⊕ gk−1 is an ideal.
The (lower case) adjoint action ad of g0 = gl(m) on b1 and the adjoint action
Ad of GL(m) = G1

m on b1 determine structures of a g0-module and a GL(m)-
module on b1. As we proved in 13.2, all homogeneous components gr ⊂ b1 are
g0-submodules.

Let us consider the canonical volume form ω = dx1 ∧ · · · ∧ dxm on Rm and
recall that for every vector field X on Rm its divergence is a function divX on
R
m defined by LXω = (divX)ω.
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In coordinates we have div(
∑
ξi∂/∂xi) =

∑
∂ξi/∂xi and so every k-jet jk0X ∈

gkm determines the (k − 1)-jet jk−1
0 (divX). Hence we can define div(jk0X) =

jk−1
0 (divX) for all jk0X ∈ gkm. If X is the canonical polynomial representative

of jk0X of degree k, then divX is a polynomial of degree k − 1. Let Cr1 ⊂ gr be
the subspace of all elements jk0X ∈ gr with divergence zero. By definition,

(1)
div[X,Y ]ω = L[X,Y ]ω = LXLY ω − LY LXω

= (X(divY )− Y (divX))ω.

Since every linear vector field X ∈ g0 has constant divergence, Cr1 ⊂ gr is a
gl(m)-submodule. In coordinates,∑

aiλx
λ ∂

∂xi
∈ Cr1 if and only if

∑
i,λ

λia
i
λx

λ−1i = 0,

i.e.
∑
i(µi + 1)aiµ+1i = 0 for each µ with |µ| = r.

Further, let us notice that the Lie bracket of the field Y0 =
∑
j xj

∂
∂xj

with
any linear field X ∈ g0 is zero. Hence, also the subspace Cr2 of all vector fields
Y ∈ gr of the form Y = fY0 with an arbitrary polynomial f =

∑
fαx

α of degree
r is g0-invariant. Indeed, it holds [X, fY0] = −(Xf)Y0.

Since div(fY0) =
∑
j(αj + 1)fαxα, we see that gr = Cr1 ⊕Cr2 . In coordinates,

we have linear generators of Cr2

(2) Xα = xα(
∑
k

xk
∂
∂xk

), |α| = r,

and if m > 1 then there are linear generators of Cr1

(3)
Xα,k = xα

(
(αk + 1)x1

∂
∂x1
− (α1 + 1)xk ∂

∂xk

)
,
|α| = r,

k = 2, . . . ,m

Yµ,k = xµ ∂
∂xk

, k = 1, . . . ,m, |µ| = r + 1, µk = 0.

We shall write C1 = C1
1 ⊕ C2

1 ⊕ · · · ⊕ Ck−1
1 and C2 = C1

2 ⊕ C2
2 ⊕ · · · ⊕ Ck−1

2 .
According to (1), C1 ⊂ b1 is a Lie subalgebra. Since for smooth functions f , g on
R
m we have [fX, gX] = (g(Xf)+f(Xg))X, C2 ⊂ b1 is a Lie subalgebra as well.

So we have got a decomposition b1 = C1 ⊕C2. According to the general theory
this is also a decomposition into G1

m
+-submodules, but as all the spaces Crj are

invariant with respect to the adjoint action of any exchange of two coordinates,
the latter spaces are even GL(m)-submodules.

Proposition. If m > 1, then the GL(m)-submodules Cr1 , Cr2 in gr, 1 ≤ r ≤
k − 1, are irreducible and inequivalent. For m = 1, Cr1 = 0, 1 ≤ r ≤ k − 1, and
all Cr2 are irreducible inequivalent GL(1)-modules.

Proof. Assume first m > 1. A reader familiar with linear representation the-
ory could verify that the modules Cr2 are equivalent to the irreducible modules
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det−rCm(r,r,...,r,0), where the symbol Cm(r,...,r,0) corresponds to the Young’s dia-
gram (r, . . . , r, 0), while Cr1 are equivalent to det−(r+1)Cm(r+2,r+1,...,r+1,0), see e.g.
[Dieudonné, Carrell, 71]. We shall present an elementary proof of the proposi-
tion.

Let us first discuss the modules Cr2 . Consider one of the linear generators Xα

defined in (2) and a linear vector field xi
∂
∂xj
∈ gl(m). We have

(4) [−xi ∂
∂xj

, xα(
∑
k

xk
∂
∂xk

)] = αjxix
α−1j

∑
k

(xk ∂
∂xk

).

If j = i, we get a scalar multiplication, but in all other cases the index αj
decreases while αi increases by one and if αj = 0, then the bracket is zero.
Hence an iterated action of suitable linear vector fields on an arbitrary linear
combination of the base elements Xα yields one of the base elements. Further,
formula (4) implies that the submodule generated by any Xα is the whole Cr2 .
This proves the irreducibility of the GL(m)-modules Cr2 .

In a similar way we shall prove the irreducibility of Cr1 . Let us evaluate the
action of Zi,j = xi

∂
∂xj

on the linear generators Xα,k, Yµ,k.

[−Zi,j , Xα,k] = (αk + 1)(αj + δj1)xα+11+1i−1j ∂
∂x1
−

− (α1 + 1)(αj + δjk)xα+1k+1i−1j ∂
∂xk
−

− δi1(αk + 1)xα+11 ∂
∂xj

+ δik(α1 + 1)xα+1k ∂
∂xj

[−Zi,j , Yµ,k] = µjx
µ−1j+1i ∂

∂xk
− δikxµ ∂

∂xj
.

In particular, we get

[−Zi,1, Yµ,1] = 0

[−Zi,1, Xα,k] =
{

(α1 + 1)Xα+1i−11,k if α1 6= 0, i 6= 1
(αk + 1 + δik)Yα+1i,1 if α1 = 0, i 6= 1

[−Zi,j , Yµ,k] =


µjYµ−1j+1i,k if i 6= k

Xµ−1j ,j if i = k, µj 6= 0
−Yµ,j if i = k, µj = 0.

Hence starting with an arbitrary linear combination of the base elements, an
iterated action of suitable vector fields leads to one of the base elements Yµ,k.
Then any other base element can be reached by further actions. Therefore also
the modules Cr2 are irreducible.

If m = 1, then all Cr1 = 0 by the definition and for all 0 ≤ r ≤ k − 1 we have
Cr2 = gr = R with the action of g0 given by [ax ∂

∂x , bx
r+1 ∂

∂x ] = −rabxr+1 ∂
∂x .

The submodules Cr1 and Cr2 cannot be equivalent for dimension reasons. The
adjoint action Ad of GL(m) on gkm is given by Ad(a)(jk0X) = jk0 (a ◦ X ◦ a−1).
So each irreducible component of gr has homogeneous degree −r. Therefore the
modules Cri with different r are inequivalent. �
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13.7. Corollary. The normal subgroup B1 ⊂ Gkm is generated by two closed
Lie subgroups D1, D2 invariant under the canonical action of G1

m. The group
D1 is formed by the jets of volume preserving diffeomorphisms and D2 consists
of the jets of diffeomorphisms keeping all the one-dimensional linear subspaces
in Rm. The corresponding Lie subalgebras are the subalgebras with grading
C1 = C1

1 ⊕ · · · ⊕ Ck−1
1 and C2 = C1

2 ⊕ · · · ⊕ Ck−1
2 where all the homogeneous

components are irreducible GL(m)-modules with respect to the adjoint action
and b1 = C1 ⊕ C2.

Let us point out that an element jk0 f ∈ Gkm belongs to D1 or D2 if and
only if its polynomial representative is of the form f = idRm + f2 + · · · + fk
with fi ∈ C1 ∩ Lisym(Rm,Rm) = Ci−1

1 or fi ∈ C2 ∩ Lisym(Rm,Rm) = Ci−1
2 ,

respectively.

13.8. Proposition. If m ≥ 2 and l > 1, or m = 1 and l > 2, then there is no
splitting in the exact sequence e→ Bl → Gkm → Glm → e. In dimension m = 1,
there is the exceptional projective splitting G2

1 → Gk1 defined by

(1) ax+ bx2 → a

(
x+

b

a
x2 + · · ·+ bk−1

ak−1
xk
)

.

Proof. Let us assume there is a splitting j in the exact sequence of Lie algebra
homomorphisms 0 → bl → gkm → glm → 0, l > 1. So j : g0 ⊕ · · · ⊕ gl−1 →
g0 ⊕ · · · ⊕ gk−1 and the restrictions jpt,q of the components jq : glm → gq to
the g0-submodules Cpt in the homogeneous component gp are morphisms of g0-
modules. Hence jpt,q = 0 whenever p 6= q. Since j is a splitting the maps jpt,p are
the identities.

Assume now m > 1. Since [gl−1, g1] equals gl in gkm but at the same time this
bracket equals zero in glm, we have got a contradiction.

If m = 1 and l > 2 the same argument applies, but the inclusion j : g0⊕g1 →
g0⊕g1⊕· · ·⊕gk−1 is a Lie algebra homomorphism, for in gk1 the bracket [g1, g1]
equals zero. Let us find the splitting on the Lie group level. The germs of
transformations fα,β(x) = x

αx+β , β 6= 0, are determined by their second jets,
so we can view them as elements in G2

1. Since the composition of two such
transformations is a transformation of the same type, they give rise to Lie group
homomorphisms G2

1 → Gr1 for all r ∈ N. One computes easily the derivatives
f

(n)
α,β(0) = (−1)n−1n!αn−1β−n. Hence the 2-jet ax+bx2 corresponds to fα,β with
α = −ba−2, β = a−1. Consequently, the homomorphism G2

1 → Gr1 has the form
(1) and its tangent at the unit is the inclusion j. �

We remark that a geometric definition of the exceptional splitting (1) is based
on the fact that the construction of the second order jets determines a bijection
between G2

1 and the germs at zero of the origine preserving projective transfor-
mations of R.

13.9. Proposition. The Lie group Gk1 is solvable. Its Lie algebra gk1 can be
characterized as a Lie algebra generated by three elements

X0 = x d
dx ∈ g0, X1 = x2 d

dx ∈ g1, X2 = x3 d
dx ∈ g2
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with relations

[X0, X1] = −X1(1)

[X0, X2] = −2X2(2)

(ad(X1))iX2 = 0 for i ≥ k − 2.(3)

Proof. The filtration gk1 = b0 ⊃ · · · ⊃ bk−1 ⊃ 0 from 13.2 is a descending chain
of ideals with dim(bi/bi+1) = 1. Hence gk1 is solvable.

Let us write Xi = xi+1 d
dx ∈ gi. Since [X1, Xi] = (1− i)Xi+1, we have

Xi =
(−1)i−2

(i− 2)!
(ad(X1))i−2X2 for k − 1 ≥ i ≥ 3(4)

[Xi, Xj ] = (i− j)Xi+j .(5)

Now, let g be a Lie algebra generated by X̄0, X̄1, X̄2 which satisfy relations
(1)–(3) and let us define X̄i, i > 2 by (4). Consider the linear map α : gk1 → g,
Xi → X̄i, 0 ≤ i ≤ k− 1. Then [X̄1, X̄i] = (1− i)X̄i+1 and using Jacobi identity,
the induction on i yields [X̄0, X̄i] = −iX̄i. A further application of Jacobi
identity and induction on i lead to [X̄i, X̄j ] = (i− j)X̄i+j . Hence the map α is
an isomorphism. �

13.10. The group Gkm with m ≥ 2 has a more complicated structure. In par-
ticular Gkm cannot be solvable, for [gkm, g

k
m] contains the whole homogeneous

component g0, so that this cannot be nilpotent. But we have

Proposition. The Lie algebra gkm, m ≥ 2, k ≥ 2, is generated by g0 and any
element a ∈ g1 with a /∈ C1

1 ∪ C1
2 . In particular, we can take a = x2

1
∂
∂x1

.

Proof. Let g be the Lie algebra generated by g0 and a. Since g1 = C1
1 ⊕ C1

2 is
a decomposition into irreducible g0-modules, g1 ⊂ g. But then 13.2.(4) implies
g = gkm. �

13.11. Normal subgroup structure. Let us first describe several normal
subgroups of Gkm. For every r ∈ N, 1 ≤ r ≤ k − 1, we define Br,1 ⊂ Br,
Br,1 = {jr0f ; f = idRm + fr+1 + · · · + fk, fr+1 ∈ Cr1 , fi ∈ Lisym(Rm,Rm)}.
The corresponding Lie subalgebra in gkm is the ideal Cr1 ⊕ gr+1 ⊕ · · · ⊕ gk−1

so that Br,1 is a normal subgroup. Analogously, we set Br,2 = {jr0f ; f =
idRm + fr+1 + · · ·+ fk, fr+1 ∈ Cr2 , fi ∈ Lisym(Rm,Rm)} with the corresponding
Lie subalgebra Cr2⊕gr+1⊕· · ·⊕gk−1. We can characterize the normal subgroups
Br,j as the subgroups in Br with the projections πkr+1(Br,j) belonging to the
subgroups Dj ⊂ Gr+1

m , j = 1, 2, cf. 13.7.

Proposition. Every connected normal subgroup H of Gkm, m ≥ 2, is one of the
following:

(1) {e}, the identity subgroup,
(2) Br, 1 ≤ r < k, the kernel of the projection πkr : Gkm → Grm,
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(3) Br,1, 1 ≤ r < k, the subgroup in Br of jets of diffeomorphisms keeping
the standard volume form up to the order r + 1 at the origin,

(4) Br,2, 1 ≤ r < k, the subgroup in Br of jets of diffeomorphisms keeping
the linear one-dimensional subspaces in Rm up to the order r + 1 at the origin,

(5) N oB1, where N is a normal subgroup of GL(m) = G1
m.

Proof. Since we deal with connected subgroups H ⊂ Gkm, we can prove the
proposition on the Lie algebra level.

Let us first assume that H ⊂ B1. Then it suffices to prove that the ideal in
gkm generated by Crj , j = 1, 2, is the whole Crj ⊕ br+1. But the whole algebra gkm
is generated by g0 and X1 = x2

1
∂
∂x1

, and [g1, gi] = gi+1 for all 2 ≤ i < k. That
is why we have only to prove that gr+1 is contained in the subalgebra generated
by g0, X1 and Crj for both j = 1 and j = 2. Since Cr+1

j are irreducible g0-
submodules, it suffices to find an element Y ∈ Crj such that [X1, Y ] /∈ Cr+1

1 and
at the same time [X1, Y ] /∈ Cr+1

2 .
Let us take first j = 2, i.e. Y = fY0 for certain polynomial f . Since

[fY0, X1] = (X1f)Y0 + f [Y0, X1] = (X1f)Y0− fX1, the choice f(x) = −xr2 gives
[Y,X1] = xr2x

2
1
∂
∂x1

which does not belong to Cr+1
1 ∪ Cr+1

2 , for its divergence
equals to 2x1x

r
2 6= 0, cf. 13.5.

Further, consider Y = xr+1
2

∂
∂x1
∈ Cr1 and let us evaluate [xr+1

2
∂
∂x1

, x2
1
∂
∂x1

] =
−2x1x

r+1
2

∂
∂x1

. Since the divergence of the latter field does not vanish, [Y,X2] /∈
Cr+1

1 ∪ Cr+1
2 as required. Hence we have proved that all connected normal

subgroups H ⊂ Gkm contained in B1 are of the form (1)–(4).
Consider now an arbitrary ideal h in gkm and let us denote n = h∩g0 ⊂ g0. By

virtue of 13.2.(4), if h contains a vector which generates g1 as a g0-module, then
b1 ⊂ h. We shall prove that for every X ∈ g0 any of the equalities [X,C1

1 ] = 0
and [X,C1

2 ] = 0 implies X = 0. Therefore either h ⊃ b1 or n = 0 which concludes
the proof of the proposition.

Let X =
∑
i,j bijxj

∂
∂xi
∈ g0 and Y = xk

∑
j xj

∂
∂xj
∈ C1

2 . Then [X,Y ] =
−(
∑
j bkjxj)Y0. Hence [X,C1

2 ] = 0 implies X = 0. Similarly, for Y = x2
l
∂
∂xk
∈

C1
1 and X ∈ g0, the equalities [X,Y ] = 0 for all k 6= l yield X = 0. The simple

computation is left to the reader. �

13.12. Gkm-modules. In the next sections we shall see that the actions of
the jet groups on manifolds correspond to bundles of geometric objects. In
particular, the vector bundle functors on m-dimensional manifolds correspond
to linear representations of Gkm, i.e. to Gkm-modules. Since there is a well known
representation theory of GL(m) which is a subgroup in Gkm, we should try to
describe possible extensions of a given representation of GL(m) on a vector
space V to a representation of Gkm. A step towards such description was done
in [Terng, 78], we shall present only an observation showing that the study
of geometric operations on irreducible vector bundles restricts in fact to the
case of irreducible GL(m)-modules (with trivial action of the normal subgroup
B1). According to 5.4, there is a bijective correspondence between Lie group
homomorphisms from B1 to GL(V ) and Lie algebra homomorphisms from b1 to
gl(V ), for B1 is connected and simply connected. Further, there is the semidirect
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product structure gkm = gl(m)o b1 with the adjoint action of gl(m) on b1 which
is tangent to the adjoint action of GL(m) and every representation of GL(m) on
V induces a GL(m)-module structure on gl(V ) via the adjoint action of GL(V )
on gl(V ). This implies immediately

Proposition. For every representation ρ : GL(m)→ GL(V ) there is a bijection
between the representations ρ̄ : Gkm → GL(V ) with ρ̄|GL(m) = ρ and the set
of mappings T : b1 → gl(V ) which are both Lie algebra homomorphisms and
homomorphisms of GL(m)-modules.

13.13. A G-module is called primary if it is equivalent to a direct sum of copies
of a single irreducible G-module.

Proposition. If V is a Gkm-module such that the induced GL(m)-module is
primary, then the action of the normal subgroup B1 ⊂ Gkm is trivial.

Proof. Assume that the GL(m)-module V equals sW , where W is an irre-
ducible GL(m)-module. Then each irreducible component of the GL(m)-module
gl(V ) = V ⊗ V ∗ has homogeneous degree zero. But all the irreducible compo-
nents of b1 have negative homogeneous degrees. So there are no non-zero ho-
momorphisms between the GL(m)-modules b1 and gl(V ) and 13.12 implies the
proposition. �

13.14. Proposition. Let ρ : Gkm → GL(V ) be a linear representation such
that the corresponding GL(m)-module is completely reducible and let V =∑r
i=1 niVi, where Vi are inequivalent irreducible GL(m)-modules ordered by

their homogeneous degrees, i.e. the homogeneous degree of Vi is less than or equal

to the homogeneous degree of Vj whenever i ≤ j. Then W = (
∑l−1
i=1 niVi)⊕ nVl

is a Gkm-submodule of V for all 1 ≤ l ≤ r and n ≤ nl.

Proof. By definition, (
∑l−1
i=1 niVi)⊕ nVl is a GL(m)-submodule. Since every ir-

reducible component of the GL(m)-module b1 has negative homogeneous degree
and for all 1 ≤ i ≤ l the homogeneous degree of L(Vi, Vl) is non-negative, we get

Teρ(X)((
l−1∑
i=1

niVi)⊕ nVl) ⊂
l−1∑
i=1

niVi

for all n ≤ nl and for every X ∈ b1. Now the proposition follows from 13.12 and
13.5. �

13.15. Corollary. Every irreducible Gkm-module which is completely reducible
as a GL(m)-module is an irreducible GL(m)-module with a trivial action of the
normal nilpotent subgroup B1 ⊂ Gkm.

Proof. Let V be an irreducible Gkm-module. Then V is irreducible when viewed
as a GL(m)-module, cf. proposition 13.14. But then B1 acts trivially on V by
virtue of proposition 13.13. �
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13.16. Remark. In the sequel we shall often work with various subgroups in
the group of all diffeomorphisms Rm → R

m which determine Lie subgroups in
the jet groups Gkm. Proposition 13.2 describes the bracket and the exponential
map in the corresponding Lie algebras and also their gradings g = g0 ⊕ · · · ⊕
gk−1. Let us mention at least volume preserving diffeomorphisms, symplectic
diffeomorphisms, isometries and fibered isomorphisms on the fibrations Rm+n →
R
m. We shall essentially need the latter case in the next chapter, see 18.8. The

r-th jet group of the category FMm,n is Grm,n ⊂ Grm+n and the corresponding
Lie subalgebra gkm,n ⊂ gkm+n consists of all polynomial vector fields

∑
i,µ a

i
µx

µ ∂
∂xi

with aiµ = 0 whenever i ≤ m and µj 6= 0 for some j > m. The arguments from
the end of the proof of proposition 13.2 imply that even 13.2.(4) remains valid
in the following formulation.

The decomposition gkm,n = g0 ⊕ · · · ⊕ gk−1 is a grading and for every indices
0 ≤ i, j < k it holds

(1) [gi, gj ] = gi+j if m > 1, n > 1, or if i 6= j.

14. Natural bundles and operators

In the preface and in the introduction to this chapter, we mentioned that
geometric objects are in fact functors defined on a category of manifolds with
values in category FM of fibered manifolds. Therefore we shall use the name
bundle functors, in general. But the best known among them are defined on
category Mfm of m-dimensional manifolds and local diffeomorphisms and in
this case many authors keep the traditional name natural bundles. Throughout
this section, we shall use the original definition of natural bundles including
the regularity assumption, see [Nijenhuis, 72], [Terng, 78], [Palais, Terng, 77],
but we shall prove in chapter V that every bundle functor on Mfm is of finite
order and that the regularity condition 14.1.(iii) follows from the other axioms.
Since the presentation of these results needs rather long and technical analytical
considerations, we prefer to derive first geometric properties of bundle functors
in the best known situations under stronger assumptions. In fact the material of
this section presents a model for the more general situation treated in the next
chapter.

14.1. Definition. A bundle functor on Mfm or a natural bundle over m-
manifolds, is a covariant functor F : Mfm → FM satisfying the following con-
ditions

(i) (Prolongation) B ◦F = IdMfm , where B : FM→Mf is the base functor.
Hence the induced projections form a natural transformation p : F → IdMfm .

(ii) (Locality) If i : U → M is an inclusion of an open submanifold, then
FU = p−1

M (U) and Fi is the inclusion of p−1
M (U) into FM .

(iii) (Regularity) If f : P×M → N is a smooth map such that for all p ∈ P the
maps fp = f(p, ) : M → N are local diffeomorphisms, then F̃ f : P×FM → FN ,

Electronic edition of: Natural Operations in Differential Geometry, Springer-Verlag, 1993
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defined by F̃ f(p, ) = Ffp, p ∈ P , is smooth, i.e. smoothly parameterized systems
of local diffeomorphisms are transformed into smoothly parameterized systems
of fibered local isomorphisms.

In sections 10 and 12 we met several bundle functors on Mfm.

14.2. Now let F be a natural bundle. We shall denote by tx : Rm → R
m the

translation y 7→ y + x and for any manifold M and point x ∈ M we shall write
FxM for the pre image p−1

M (x). In particular, F0R
m will be called the standard

fiber of the bundle functor F . Every bundle functor F : Mfm → FM determines
an action τ of the abelian group Rm on FRm via τx = Ftx.

Proposition. Let F : Mfm → FM be a bundle functor onMfm and let S :=
F0R

m be the standard fiber of F . Then there is a canonical isomorphism R
m ×

S ∼= FRm, (x, z) 7→ Ftx(z), and for every m-dimensional manifold M the value
FM is a locally trivial fiber bundle with standard fiber S.

Proof. The map ψ : FRm → R
m × S defined by z 7→ (x, F t−x(z)), x = p(z), is

the inverse to the map defined in the proposition and both maps are smooth ac-
cording to the regularity condition 14.1.(iii). The rest of the proposition follows
from the locality condition 14.1.(ii). Indeed, a fibered atlas of FM is formed by
the values of F on the charts of any atlas of M . �

14.3. Definition. A natural bundle F : Mfm → FM is said to be of finite
order r, 0 ≤ r < ∞, if for all local diffeomorphisms f , g : M → N and every
point x ∈M , the equality jrxf = jrxg implies Ff |FxM = Fg|FxM .

14.4. Associated maps. Let us consider a natural bundle F : Mfm → FM
of order r. For all m-dimensional manifolds M , N we define the mapping
FM,N : invJr(M,N) ×M FM → FN , (jrxf, y) 7→ Ff(y). The mappings FM,N

are called the associated maps of the bundle functor F .

Proposition. The associated maps are smooth.

Proof. For m = 0 the assertion is trivial. Let us assume m > 0. Since smooth-
ness is a local property, we may restrict ourselves to M = N = R

m. Indeed,
chosen local charts on M and N we get local trivializations on FM and FN and
the induced local chart on invJr(M,N). Hence we have

invJr(Rm,Rm)×Rm FRm
∼=−→ invJr(U, V )×U FU

FU,V−−−→ FV
∼=−→ FRm

and we can apply the locality condition.
Now, let us recall that every jet in Jr(Rm,Rn) has a canonical polynomial

representative and that this space coincides with the cartesian product of Rm and
the Euclidean space of coefficients of these polynomials, as a smooth manifold. If
we consider the map ev: invJr(Rm,Rm)×Rm → R

m, evx(jr0f) = f(x), then the
associated map FRm,Rm coincides with the map F̃ (ev) appearing in the regularity
condition. �

Electronic edition of: Natural Operations in Differential Geometry, Springer-Verlag, 1993



140 Chapter IV. Jets and natural bundles

14.5. Induced action. According to proposition 14.4 the restriction ` =
FRm,Rm |Grm × S is a smooth left action of the jet group Grm on the standard
fiber S.

Let us define qM = FRm,M |invJr0 (Rm,M) × S : P rM × S → FM . For every
u = jr0g ∈ invJr0 (Rm,M), s ∈ S and jr0f ∈ Grm we have

(1) qM (jr0g ◦ jr0f, `(jr0f−1, s)) = qM (jr0g, s)

and the restriction (qM )u := qM (jr0g, ) is a diffeomorphism. Hence q determines
the structure of the associated fiber bundle P rM [S; `] on FM , cf. 10.7.

Proposition. For every bundle functor F : Mfm → FM of order r and every
m-dimensional manifold M there is a canonical structure of an associated bundle
P rM [S; `] on FM given by the map qM and the values of the functor F lie in
the category of bundles with structure group Grm and standard fiber S.

Proof. The first part was already proved. Consider a local diffeomorphism
f : M → N . For every jr0g ∈ P rM , s ∈ S we have

Ff ◦ qM (jr0g, s) = Ff ◦ Fg(s) = qN (jr0(f ◦ g), s).

So we identify Ff with {P rf, idS} : P rM ×Grm S → P rN ×Grm S. �

14.6. Description of r-th order natural bundles. Every smooth left action
` of Grm on a manifold S determines a covariant functor L : PB(Grm)→ FMm,
LP = P [S; `], Lf = {f, idS}. An r-th order bundle functor F with standard
fiber S induces an action ` of Grm on S and we can construct a natural bundle
G = L ◦ P r : Mfm → FM.

We claim that F is naturally equivalent to G. For every u = jr0g ∈ P rxM
there is the diffeomorphism (qM )u : S → FxM which we shall denote Fu. Hence
we can define maps χM : GM → FM by

χM ({u, s}) = Fu(s) = qM (jr0g, s) = Fg(s).

According to 14.5.(1), this is a correct definition, and by the construction, the
maps χM are fibered isomorphisms. Since Gf = {P rf, idS} for every local
diffeomorphism f : M → N , we have Ff ◦ χM ({jr0g, s}) = F (f ◦ g)(s) = χN ◦
Gf({jr0g, s}).

From the geometrical point of view, naturally equivalent functors can be
identified. Hence we have proved

Theorem. There is a bijective correspondence between the set of all r-th order
natural bundles on m-dimensional manifolds and the set of smooth left actions
of the jet group Grm on smooth manifolds.

In the next examples, we demonstrate on well known natural bundles, that
the identification in the theorem is exactly what the geometers usually do.
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14.7. Examples.
1. The reader should reconsider that in the case of frame bundles P r the

identification used in 14.6, i.e. the relation of the functor P r to the functor
G constructed from the induced action, is exactly the usual identification of
principal fiber bundles (P, p,M,G) with their associated bundles P [G,λ], where
λ is the left action of G on itself.

2. For the tangent bundle T , the map (qM )u with u = j1
0g ∈ P 1

xM is just the
linear map T0g : T0R

m → TxM determined by j1
0g, i.e. the linear coordinates

on TxM induced by local chart g. Hence the tangent bundle corresponds to the
canonical action of G1

m = GL(m,R) on Rm.
3. Further well known natural bundles are the functors T rk of r-th order k-

velocities. More precisely, we consider the restrictions of the functors defined in
12.8 to the categoryMfm. Let us recall that T rkM = Jr0 (Rk,M) and the action
on morphisms is given by the composition of jets. Hence, in this case, for every
u = jr0g ∈ P rxM the map (qM )u transforms the classes of r-equivalent maps
(Rk, 0)→ (M,x) into their induced coordinate expressions in the local chart g,
i.e. (qM )−1

u (jr0f) = jr0(g−1 ◦ f).

14.8. Vector bundle functors. In accordance with 6.14, a bundle functor
F : Mfm → FM is called a vector bundle functor on Mfm, or natural vector
bundle, if there is a canonical vector bundle structure on each value FM and
the values Ff on morphisms are morphisms of vector bundles. Let F be an
r-th order natural vector bundle with standard fiber V and with induced action
` : Grm × V → V . Then ` is a group homomorphism Grm → GL(V ) and so V
carries a structure of Grm-module. On the other hand, every Grm-module V gives
rise to a natural bundle F , see the construction in 14.6, and an application of F
to charts of any atlas on a manifold M yields a vector bundle atlas on the value
FM →M . Therefore proposition 14.6 implies

Proposition. There is a bijective correspondence between r-th order vector
bundle functors on Mfm and Grm-modules.

14.9. Examples.
1. In our setting, the p-covariant and q-contravariant tensor fields on a man-

ifold M are just the smooth global sections of FM →M , where F is the vector
bundle functor corresponding to the GL(m)-module ⊗pRm∗ ⊗⊗qRm, cf. 7.2.

2. In 6.7 we discussed constructions with vector bundles corresponding to a
smooth covariant functor F on the category of finite dimensional vector spaces
and these constructions can be applied to the values of any natural vector bundle
to get new natural vector bundles, cf. 6.14. There we applied F to the cocycle of
transition functions. Let us look what happens on the level of the corresponding
Grm-modules. If we apply F to a Grm-module V with action ` : Grm → GL(V ),
we get a vector space FV with action ˜̀: Grm → GL(FV ), ˜̀(g) = F(`(g)), i.e.
a new Grm-module FV . Let us assume that G and FG are the natural vector
bundles corresponding to V and FV . The canonical vector bundle structure on
(FG)M = P rM ×Grm FV coincides with that on F(GM) by 10.7.(4). Similarly,
we can handle contravariant functors and bifunctors on the category of vector
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spaces, cf. 6.7. In particular, the values of natural vector bundles corresponding
to direct sums of the modules are just fibered products over the base manifolds
of the individual bundles. Let us also note that C∞

(
⊕iFiM

)
= ⊕i (C∞(FiM)).

3. There are also well known examples of higher order natural vector bun-
dles. First of all, we recall the functor of r-th order k-dimensional covelocities
Jr( ,Rk)0 = T r∗k introduced in 12.8. If r, k = 1, we get the dual bundles to
the tangent bundles J1

0 (R,M) = TM . So the vector bundle structure on the
cotangent bundle is natural and the tangent spaces are the duals, from our point
of view. But we can apply the construction of a dual module to any Grm-module
and this leads to dual natural vector bundles according to 14.6. In this way we
get the r-th order tangent bundles T (r) := (T r∗)∗ or, more general the bundle
functors T r�k = (T r∗k )∗, see 12.14.

14.10. Affine bundle functors. A bundle functor F : Mfm → FM is called
an affine bundle functor on Mfm, or natural affine bundle, if each value FM →
M is an affine bundle and the values on morphisms are affine maps. Hence the
standard fiber V of an r-th order natural affine bundle is an affine space and the
induced action ` is a representation of Grm in the group of affine transformations
of V . So for each g ∈ Grm there is a unique linear map ~̀(g) : ~V → ~V satisfying
`(g)(y) = `(g)(x) + ~̀(g)(y − x) for all x, y ∈ V . It follows that ~̀ is a linear rep-
resentation of Grm on the vector space ~V and there is the corresponding natural
vector bundle ~F . By the construction, for every m-dimensional manifold M the
value ~FM is just the modelling vector bundle to FM and for every morphism
f : M → N , ~Ff is the modelling linear map to Ff . Hence two arbitrary sections
of FM ‘differ’ by a section of ~FM . The best known example of a second order
natural affine bundle is the bundle of elements of linear connections QP 1 which
we shall study in section 17. The modelling natural vector bundle

−−→
QP 1 is the

tensor bundle T ⊗ T ∗ ⊗ T ∗ corresponding to GL(m)-module Rm ⊗Rm∗ ⊗Rm∗.
Next we shall describe all natural transformations between natural bundles

in the terms of Grm-equivariant maps.

14.11. Lemma. For every natural transformation χ : F → G between two
natural bundles on Mfm all mappings χM : FM → GM cover the identities
idM .

Proof. Let χ : F → G be a natural transformation and let us write p : FM →M
and q : GM →M for the canonical projections onto an m-dimensional manifold
M . If y ∈ FM is a point with z := q(χM (y)) 6= p(y), then there is a local
diffeomorphism f : M → M such that germp(y)f = germp(y)idM and f(z) = z̄,
z̄ 6= z. But now the localization condition implies q◦χM ◦Ff(y) 6= q◦Gf ◦χM (y),
for q ◦Gf = f ◦ q. This is a contradiction. �

14.12. Theorem. There is a bijective correspondence between the set of all
natural transformations between two r-th order natural bundles on Mfm and
the set of smooth Grm-equivariant maps between their standard fibers.

Proof. Let F and G be natural bundles with standard fibers S and Q and let
χ : F → G be a natural transformation. According to 14.11, we have the restric-
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tion χRm |S : S → Q and we claim that this is Grm-equivariant with respect to the
induced actions. Indeed, for any jr0f ∈ Grm we get (χRm |S)◦Ff = Gf ◦(χRm |S),
but Ff : S → S and Gf : Q → Q are just the induced actions of jr0f on S and
Q. Now we have to show that the whole transformation χ is determined by the
map χRm |S. First, using translations tx : Rm → R

m we see this for the map
χRm . Then, if we choose any atlas (Uα, uα) on a manifold M , the maps Fuα
form a fiber bundle atlas on FM and we know χM ◦ Fuα = Guα ◦ χRm . Hence
the locality of bundle functors implies χM |(pFM )−1(Uα) = Guα ◦χRm ◦ (Fuα)−1.

On the other hand, let χ0 : S → Q be an arbitrary Grm-equivariant smooth
map. According to 14.6, the functors F or G are canonically naturally equivalent
to the functors L ◦ P r or K ◦ P r, where L or K are the functors corresponding
to the induced Grm-actions ` or k on the standard fibers S or Q, respectively.
So it suffices to define a natural transformation χ : L ◦ P r → K ◦ P r. We
set χM = {idP rM , χ0}. It is an easy exercise to verify that χ is a natural
transformation. Moreover, we have χRm |S = χ0. �

In general, an operator is a rule transforming sections of a fibered manifold
Y → M into sections of another fibered manifold Ȳ → M̄ . We shall deal with
the case M = M̄ in this section. Let us recall that C∞Y means the set of all
smooth sections of a fibered manifold Y →M .

14.13. Definition. Let Y
p−→ M , Ȳ

p̄−→ M be fibered manifolds. A local
operator A : C∞Y → C∞Ȳ is a map such that for every section s : M → Y
and every point x ∈ M the value As(x) depends on the germ of s at x only.
If, moreover, for certain k ∈ N or k = ∞ the condition jkxs = jkxq implies
As(x) = Aq(x), then A is said to be of order k. An operator A : C∞Y → C∞Ȳ
is called a regular operator if every smoothly parameterized family of sections of
Y is transformed into a smoothly parameterized family of sections of Ȳ .

14.14. Associated maps to an k-th order operator. Consider an operator
A : C∞Y → C∞Ȳ of order k. We define a map A : JkY → Ȳ by A(jkxs) = As(x)
which is called the associated map to the k-th order operator A.

Proposition. The associated map to any finite order operator A is smooth if
and only if A is regular.

Proof. LetA : C∞Y → C∞Ȳ be an operator of order k. If we choose local fibered
coordinates on Y , we also get the induced fibered coordinates on JkY . But
in these local coordinates, the jets of sections are identified with (polynomial)
sections. Thus, a chart on JkY can be viewed as a smoothly parameterized
family of sections in C∞Y and so the smoothness ofA follows from the regularity.
The converse implication is obvious. �

14.15. Natural operators. A natural operator A : F  G between two
natural bundles F and G is a system of regular operators AM : C∞(FM) →
C∞(GM), M ∈ ObMfm, satisfying

(i) for every section s ∈ C∞(FM →M) and every diffeomorphism f : M → N
it holds

AN (Ff ◦ s ◦ f−1) = Gf ◦AMs ◦ f−1
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(ii) AU (s|U) = (AMs)|U for every s ∈ C∞(FM) and every open submanifold
U ⊂M .

In particular, condition (ii) implies that natural operators are formed by local
operators.

A natural operator A : F  G is said to be of order k, 0 ≤ k ≤ ∞, if all
operators AM are of order k. The system of associated mapsAM : JkFM → GM
to the k-th order operators AM is called the system of associated maps to the
natural operator A. The associated maps to finite order natural operators are
smooth.

We can look at condition (i) even from the viewpoint of the local coordinates
on a manifold M . Given a local chart u : U ⊂ M → V ⊂ R

m, the diffeo-
morphisms f : V → W ⊂ Rm correspond to the changes of coordinates on U .
Combining this observation with localization property (ii), we conclude that the
natural operators coincide, in fact, with those operators, the local descriptions
of which do not depend on the changes of coordinates.

14.16. Proposition. For every r-th order bundle functor F on Mfm its
composition with the functor of k-th jet prolongations of fibered manifolds
Jk : FM→ FM is a natural bundle of order r + k.

Proof. Let f : M → N be a local diffeomorphism. Then, by definition of the
associated maps FM,N , we have

Ff = FM,N ◦
(
(jrf ◦ pM )× idFM

)
: FM → FN .

Hence Jk(Ff) depends on (k + r)-jets of f in the underlying points in M only.
It is an easy exercise to verify the axioms of natural bundles. �

14.17. Proposition. There is a bijective correspondence between the set of
k-th order natural operators A : F  G between two natural bundles on Mfm
and the set of all natural transformations α : Jk ◦ F → G.

Proof. Let AM be the associated maps of an k-th order natural operator A : F  
G. We claim that these maps form a natural transformation α : JkF → G. They
are smooth by virtue of 14.14 and we have to verify Gf ◦ AM = AN ◦ JkFf for
an arbitrary local diffeomorphism f : M → N . We have

AN ((JkFf)(jkxs)) = AN (jk(Ff ◦ s ◦ f−1)(f(x)))

= AN (Ff ◦ s ◦ f−1)(f(x)) = Gf ◦AMs(x)

= Gf ◦ AM (jkxs).

On the other hand, consider a natural transformation α : JkF → G. We
define operators AM : FM  GM by AMs(x) = αM (jkxs) for all sections
s ∈ C∞(FM). Since the maps αM are smooth fibered morphisms and according
to lemma 14.11 they all cover the identities idM , the maps AMs are smooth sec-
tions of GM . The straightforward verification of the axioms of natural operators
is left to the reader. �
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14.18. Let F : Mfm → FM be an r-th order natural bundle with standard
fiber S and let ` : Grm×S → S be the induced action. The identification Rm×S ∼=
FRm, (x, s) 7→ F (tx)(s), induces the identification C∞(Rm, S) ∼= C∞(FRm),
(s̃ : Rm → S) 7→ (s(x) = Ftx(s̃(x))) ∈ C∞(FRm). Hence the standard fiber of
the natural bundle JkF equals T kmS. Under these identifications, the action of
F on an arbitrary local diffeomorphism is of the form

Fg(x, s) = (g(x), F (t−g(x) ◦ g ◦ tx)(s))

and the induced action `k : Gr+km ×T kmS → T kmS determined by the functor JkF
is expressed by the following formula

`k(jr+k0 g, jk0 s̃) = `k(jr+k0 g, jk0 (Ftx ◦ s̃(x)))(1)

= jk0 (Fg ◦ Ftg−1(x) ◦ s̃(g−1(x))) ∈ Jk0FRm

= jk0 (Ft−x ◦ Fg ◦ Ftg−1(x) ◦ s̃(g−1(x))) ∈ T kmS
= jk0

(
`
(
jr0(t−x ◦ g ◦ tg−1(x)), s̃(g−1(x))

))
.

In particular, if a = jr+k0 g ∈ G1
m ⊂ Gr+km , i.e. g is linear, then

(2) `k(a, jk0 s̃) = jk0 (`(jr0g, s̃ ◦ g−1(x))) = jk0 (`a ◦ s̃ ◦ g−1).

As a consequence of the last two propositions we get the basic result for
finding natural operators of prescribed types. Consider natural bundles F or F ′

onMfm of finite orders r or r′, with standard fibers S or S′ and induced actions
` or `′ of Grm or Gr

′

m, respectively. If q = max{r + k, r′} with some fixed k ∈ N
then the actions `k and `′ trivially extend to actions of Gqm on both T kmS and
S′ and we have

Theorem. There is a canonical bijective correspondence between the set of
all k-th order natural operators A : F  F ′ and the set of all smooth Gqm-
equivariant maps between the left Gqm-spaces T kmS and S′.

14.19. Examples.
1. By the construction in 3.4, the Lie bracket of vector fields is a bilinear

natural operator [ , ] : T ⊕ T  T of order one, see also corollary 3.11. The
corresponding bilinear G2

m-equivariant map is

b = (b1, . . . , bm) : T 1
mR

m × T 1
mR

m → R
m

bj(Xi, Xk
` ;Y m, Y np ) = XiY ji − Y

iXj
i .

Later on we shall be able to prove that every bilinear equivariant map b′ : T rmR
m×

T rmR
m → R

m is a constant multiple of b composed with the jet projections and,
moreover, every natural bilinear operator is of a finite order, so that all bilinear
natural operators on vector fields are the constant multiples of the Lie bracket.
On the other hand, if we drop the bilinearity, then we can iterate the Lie bracket
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to get operators of higher orders. But nevertheless, one can prove that there are
no other G2

m-equivariant maps b′ : T 1
mR

m × T 1
mR

m → R
m beside the constant

multiples of b and the projections T 1
mR

m × Rm → R
m. This implies, that the

constant multiples of the Lie bracket are essentially the only natural operators
T ⊕ T  T of order 1.

2. The exterior derivative introduced in 7.8 is a first order natural oper-
ator d : ΛkT ∗  Λk+1T ∗. Formula 7.8.(1) expresses the corresponding G2

m-
equivariant map

T 1
m(ΛkRm∗)→ Λk+1

R
m∗

(ϕi1...ik , ϕi1...ik,ik+1) 7→
∑
j

(−1)j+1ϕi1...îj ...ik+1,ij

where the hat denotes that the index is omitted. We shall derive in 25.4 that
for k > 0 this is the only G2

m-equivariant map up to constant multiples. Con-
sequently, the constant multiples of the exterior derivative are the only natural
operators of the type in question.

14.20. In concrete problems we often meet a situation where the representa-
tions of Grm are linear, or at least their restrictions to G1

m ⊂ Grm turn the
standard fibers into GL(m)-modules. Then the linear equivariant maps between
the standard fibers are GL(m)-module homomorphisms and so the structure of
the modules in question is often a very useful information for finding all equi-
variant maps. Given a G1

m-module V and linear coordinates yp on V , there are
the induced coordinates ypα = ∂|α|yp

∂xα on T kmV , where xi are the canonical coor-
dinates on Rm and 0 ≤ |α| ≤ k. Then the linear subspace in T kmV defined by
ypα = 0, |α| 6= i, coincides with V ⊗ SiRm∗. Clearly, these identifications do not
depend on our choice of the linear coordinates yp. Formula 14.18.(2) shows that
T kmV = V ⊕ · · · ⊕ V ⊗ SkRm∗ is a decomposition of T kmV into G1

m-submodules
and the same formula implies the following result.

Proposition. Let V be a G1
m-invariant subspace in ⊗pRm⊗⊗qRm∗ and let us

consider a representation ` : Grm → Diff(V ) such that its restriction to G1
m ⊂ Grm

is the canonical tensorial action. Then the restriction of the induced action `k

of Gr+km on T kmV = V ⊕ · · · ⊕ V ⊗ SkRm∗ to G1
m ⊂ Gr+km is also the canonical

tensorial action.

14.21. Some geometric constructions are performed on the whole categoryMf
of smooth manifolds and smooth maps. Similarly to natural bundles, the bundle
functors on the categoryMf present a special case of the more general concept
of bundle functors.

Definition. A bundle functor on the categoryMf is a covariant functor F : Mf
→ FM satisfying the following conditions

(i) B ◦F = IdMf , so that the fiber projections form a natural transformation
p : F → IdMf .

(ii) If i : U → M is an inclusion of an open submanifold, then FU = p−1
M (U)

and Fi is the inclusion of p−1
M (U) into FM .
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(iii) If f : P ×M → N is a smooth map, then F̃ f : P × FM → FN , defined
by F̃ f(p, ) = Ffp, p ∈ P , is smooth.

For every non-negative integer m the restriction Fm of a bundle functor F
on Mf to the subcategory Mfm ⊂ Mf is a natural bundle. Let us call the
sequence S = {S0, S1, . . . , Sm, . . . } of the standard fibers of the natural bundles
Fm the system of standard fibers of the bundle functor F . Proposition 14.2
implies that for every m there is the canonical isomorphism R

m × Sm ∼= FRm,
(x, s) 7→ Ftx(s), and given an m-dimensional manifold M , pM : FM → M is a
locally trivial bundle with standard fiber Sm.

Analogously to 14.3 and 14.4, a bundle functor F on Mf is said to be of
order r if for every smooth map f : M → N and point x ∈ M the restriction
Ff |FxM depends only on jrxf . Then the maps FM,N : Jr(M,N)×MFM → FN ,
FM,N (jrxf, y) = Ff(y) are called the associated maps to the r-th order functor
F . Since in the proof of proposition 14.3 we never used the invertibility of
the jets in question, the same proof applies to the present situation and so the
associated maps to any finite order bundle functor onMf are smooth. For every
m-dimensional manifold M , there is the canonical structure of the associated
bundle FM ∼= P rM [Sm], cf. 14.5.

Let S = {S0, S1, . . . } be the system of standard fibers of an r-th order bundle
functor F on Mf . The restrictions `m,n of the associated maps FRm,Rn to
Jr0 (Rm,Rn)0 × Sm have the following property. For every A ∈ Jr0 (Rm,Rn)0,
B ∈ Jr0 (Rn,Rp)0 and s ∈ Sm

(1) `m,p(B ◦A, s) = `n,p(B, `m,n(A, s)).

Hence instead of the action of one group Grm on the standard fiber in the case
of bundle functors on Mfm, we get an action of the category Lr on S, see
below and 12.6 for the definitions. We recall that the objects of Lr are the
non-negative integers and the set of morphisms between m and n is the set
Lrm,n = Jr0 (Rm,Rn)0.

Let S = {S0, S1, . . . } be a system of manifolds. A left action ` of the category
Lr on S is defined as a system of maps `m,n : Lrm,n × Sm → Sn satisfying (1).
The action is called smooth if all maps `m,n are smooth. The canonical action of
Lr on the system of standard fibers of a bundle functor F is called the induced
action. Every induced action of a finite order bundle functor is smooth.

14.22. Consider a system of smooth manifolds S = {S0, S1, . . . } and a smooth
action ` of the category Lr on S. We shall construct a bundle functor L deter-
mined by this action. The restrictions `m of the maps `m,m to invertible jets
form smooth left actions of the jet groups Grm on manifolds Sm. Hence for every
m-dimensional manifold M we can define LM = P rM [Sm; `m]. Let us recall the
notation {u, s} for the elements in P rM×GrmSm, i.e. {u, s} = {u◦A, `m(A−1, s)}
for all u ∈ P rM , A ∈ Grm, s ∈ Sm. For every smooth map f : M → N we define
Lf : FM → FN by

Lf({u, s}) = {v, `m,n(v−1 ◦A ◦ u, s)}
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where m = dimM , n = dimN , u ∈ P rxM , A = jrxf , and v ∈ P rf(x)N is an arbi-
trary element. We claim that this is a correct definition. Indeed, chosen another
representative for {u, s} and another frame v′ ∈ P rf(x), say {u ◦ B, `m(B−1, s)},
and v′ = v ◦ C, formula 14.21.(1) implies

Lf({u ◦B,`m(B−1, s)} =

= {v ◦ C, `m,n(C−1 ◦ v−1 ◦A ◦ u ◦B, `m(B−1, s))} =

= {v ◦ C, `n(C−1, `m,n(v−1 ◦A ◦ u, s))} =

= {v, `m,n(v−1 ◦A ◦ u, s)}.

One verifies easily all the axioms of bundle functors, this is left to the reader.
On the other hand, consider an r-th order bundle functor F on Mf and

its induced action `. Let L be the corresponding bundle functor, we have
just constructed. Analogously to 14.6, there is a canonical natural equivalence
χ : L → F . In fact, we have the restrictions of χ to manifolds of any fixed di-
mension which consists of the maps qM determining the canonical structures of
associated bundles on the values FM , see 14.6. It remains only to show that
Ff ◦ χM = χN ◦ Ff for all smooth maps f : M → N . But given jr0g ∈ P rxM ,
jr0h ∈ P rf(x)N and s ∈ Sm, we have

Ff ◦ χM ({jr0g, s}) = Ff ◦ Fg(s) = Fh ◦ F (h−1 ◦ f ◦ g)(s)

= χN (jr0h, `m,n(jr0(h−1 ◦ f ◦ g), s)) = χN ◦ Lf({jr0g, s}).

Since in geometry we usually identify naturally equivalent functors, we have
proved

Theorem. There is a bijective correspondence between the set of r-th order
bundle functors onMf and the set of smooth left actions of the category Lr on
systems S = {S0, S1, . . . } of smooth manifolds.

14.23. Natural transformations. Consider a smooth action ` or `′ of the
category Lr on a system S = {S0, S1, . . . } or S ′ = {S′0, S′1, . . . } of smooth
manifolds, respectively. A sequence ϕ of smooth maps ϕi : Si → S′i is called a
smooth Lr-equivariant map between ` and `′ if for every s ∈ Sm, A ∈ Lrm,n it
holds

ϕn(`m,n(A, s)) = `′m,n(A,ϕm(s)).

Theorem. There is a bijective correspondence between the set of natural trans-
formations of two r-th order bundle functors on Mf and the set of smooth Lr-
equivariant maps between the induced actions of Lr on the systems of standard
fibers.

Proof. Let χ : F → G be a natural transformation, ` or k be the induced action
on the system of standard fibers S = {S0, S1, . . . } or Q = {Q0, Q1, . . . }, respec-
tively. As we proved in 14.11, all maps χM : FM → GM are over identities. Let
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us define ϕn : Sn → Qn as the restriction of χRn to Sn. If jr0f ∈ Lrm,n, s ∈ Sm,
then

ϕn(`m,n(jr0f, s)) = χRn ◦ Ff(s) = Gf ◦ χRm(s) = km,n(jr0f, ϕm(s)),

so that the maps ϕm form a smooth Lr-equivariant map between ` and k. More-
over, the arguments used in 14.11 imply that χ is completely determined by the
maps ϕm.

Conversely, by virtue of 14.22, we may assume that the functors F and G
coincide with the functors L and K constructed from the induced actions. Con-
sider a smooth Lr-equivariant map ϕ between ` and k. Then we can define for
all m-dimensional manifolds M maps χM : FM → GM by

χM := {idP rM , ϕm}.

The reader should verify easily that the maps χM form a natural transforma-
tion. �

14.24. Remark. Let F be an r-th order bundle functor on Mf . Its in-
duced action can be interpreted as a smooth functor Finf : Lr → Mf , where
the smoothness means that all the maps Lrm,n × Finf(m) → Finf(n) defined by
(A, x) 7→ FinfA(x) are smooth. Then the concept of smooth Lr-equivariant maps
between the actions coincides with that of a natural transformation. Hence we
can reformulate theorems 14.22 and 14.23 as follows. The full subcategory of
r-th order bundle functors onMf in the category of functors and natural trans-
formations is naturally equivalent to the full subcategory of smooth functors
Lr →Mf . Let us also remark, that the Lr-objects can be viewed as numerical
spaces Rm, 0 ≤ m < ∞, with distinguished origins. Then every Mf -object is
locally isomorphic to exactly one Lr-object and, up to local diffeomorphisms,
Lr contains all r-jets of smooth maps. Therefore, we can call Lr the r-th order
skeleton ofMf . We shall work out this point of view in our treatment of general
bundle functors in the next chapter. Let us mention that the bundle functors
on Mfm also admit such a description. Indeed, the r-th order skeleton then
consists of the group Grm only.

15. Prolongations of principal fiber bundles

15.1. In the present section, we shall mostly deal with the category PBm(G)
consisting of principal fiber bundles with m-dimensional bases and a fixed struc-
ture group G, with PB(G)-morphisms which cover local diffeomorphisms be-
tween the base manifolds. So a PBm(G)-morphism ϕ : (P, p,M) → (P ′, p′,M ′)
is a smooth fibered map over a local diffeomorphism ϕ0 : M → M ′ satisfying
ϕ ◦ ρg = ρ′g ◦ ϕ for all g ∈ G, where ρ and ρ′ are the principal actions on P and
P ′. In particular, every automorphism ϕ : Rm×G→ R

m×G is fully determined
by its restriction ϕ̄ : Rm → G, ϕ̄(x) = pr2 ◦ϕ(x, e), where e ∈ G is the unit, and
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by the underlying map ϕ0 : Rm → R
m. We shall identify the morphism ϕ with

the couple (ϕ0, ϕ̄), i.e. we have

(1) ϕ(x, a) = (ϕ0(x), ϕ̄(x).a).

Analogously, every morphism ψ : Rm × G → P , i.e. every local trivialization of
P , is determined by ψ0 and ψ̃ := ψ|(Rm × {e}) : Rm → P covering ψ0. Further
we define ψ1 = ψ̃ ◦ ψ−1

0 , so that ψ1 is a local section of the principal bundle P ,
and we identify the morphism ψ with the couple (ψ0, ψ1). We have

(2) ψ(x, a) = (ψ1 ◦ ψ0(x)).a .

Of course, for an automorphism ϕ on Rm ×G we have ϕ̄ = pr2 ◦ ϕ̃.

15.2. Principal prolongations of Lie groups. We shall apply the construc-
tion of r-jets to such a situation. Since all PBm(G)-objects are locally isomorphic
to the trivial principal bundle Rm×G and all PBm(G)-morphisms are local iso-
morphisms, we first have to consider the group W r

mG of r-jets at (0, e) of all
automorphisms ϕ : Rm×G→ R

m×G with ϕ0(0) = 0, where the multiplication
µ is defined by the composition of jets,

µ(jrϕ(0, e), jrψ(0, e)) = jr(ψ ◦ ϕ)(0, e).

This is a correct definition according to 15.1.(1) and the inverse elements are
the jets of inverse maps (which always exist locally). The identification 15.1 of
automorphisms on Rm ×G with couples (ϕ0, ϕ̄) determines the identification

(1) W r
mG
∼= Grm × T rmG, jrϕ(0, e) 7→ (jr0ϕ0, j

r
0 ϕ̄).

Let us describe the multiplication µ in this identification. For every ϕ, ψ ∈
PBm(G)(Rm ×G,Rm ×G) we have

ψ ◦ ϕ(x, a) = ψ(ϕ0(x), ϕ̄(x).a) = (ψ0 ◦ ϕ0(x), ψ̄(ϕ0(x)).ϕ̄(x).a)

so that given any (A,B), (A′, B′) ∈ Grm × T rmG we get

(2) µ
(
(A,B), (A′, B′)

)
=
(
A ◦A′, (B ◦A′).B′

)
.

Here the dot means the multiplication in the Lie group T rmG, cf. 12.13. Hence
there is the structure of a semi direct product of Lie groups on W r

mG. The Lie
group W r

mG = GrmoT
r
mG is called the (m, r)-principal prolongation of Lie group

G.

15.3. Principal prolongations of principal bundles. For every principal
fiber bundle (P, p,M,G) ∈ ObPBm(G) we define

W rP := {jrψ(0, e); ψ ∈ PBm(G)(Rm ×G,P )}.
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In particular, W r(Rm ×G) is identified with Rm ×W r
mG by the rule

R
m ×W r

mG 3 (x, jrϕ(0, e)) 7→ jr(τx ◦ ϕ)(0, e) ∈W r(Rm ×G)

where τx = tx×idG, and so there is a well defined structure of a smooth manifold
on W r(Rm × G). Furthermore, if we define the action of W r on PBm(G)-
morphisms by the composition of jets, i.e.

W rχ(jrψ(0, e)) := jr(χ ◦ ψ)(0, e),

W r becomes a functor. Now, taking any principle atlas on a principal bundle
P , the application of the functor W r to the local trivializations yields a fibered
atlas on W r. Finally, there is the right action of W r

mG on W rP defined for
every jrϕ(0, e) ∈ W r

mG and jrψ(0, e) ∈ W rP by (jrψ(0, e))(jrϕ(0, e)) = jr(ψ ◦
ϕ)(0, e). Since all the jets in question are invertible, this action is free and
transitive on the individual fibers and therefore we have got principal bundle
(W rP, p ◦ β,M,W r

mG) called the r-th principal prolongation of the principal
bundle (P, p,M,G). By the definition, for a morphism ϕ the mapping W rϕ
always commutes with the right principal action of W r

mG and we have defined the
functor W r : PBm(G)→ PBm(W r

mG) of r-th principal prolongation of principal
bundles.

15.4. Every PBm(G)-morphism ψ : Rm × G → P is identified with a couple
(ψ0, ψ1), see 15.1.(2). This yields the identification

(1) W rP = P rM ×M JrP

and also the smooth structures on both sides coincide. Let us express the corre-
sponding action of GrmoT

r
mG on P rM×MJrP . If (u, v) = (jr0ψ0, j

rψ1(ψ0(0))) ∈
P rM ×M JrP and (A,B) = (jr0ϕ0, j

r
0 ϕ̄) ∈ Grm o T rmG, then 15.2.(2) implies

ψ ◦ ϕ(x, a) = ψ(ϕ0(x), ϕ̄(x).a) = ψ1(ψ0 ◦ ϕ0(x)).ϕ̄(x).a

= (ρ ◦ (ψ1, ϕ̄ ◦ ϕ−1
0 ◦ ψ

−1
0 ) ◦ (ψ0 ◦ ϕ0)(x)).a

where ρ is the principal right action on P . Hence we have

(2) (u, v)(A,B) = (u ◦A, v.(B ◦A−1 ◦ u−1))

where ’.’ is the multiplication

m : JrP ×M Jr(M,G)→ JrP, (jrxσ, j
r
xs) 7→ jrx(ρ ◦ (σ, s)).

The decomposition (1) is natural in the following sense. For every PBm(G)-
morphism ψ : (P, p,M,G) → (P ′, p′,M,′G), the PBm(W r

mG)-morphism W rψ
has the form (P rψ0, J

rψ). Indeed, given ϕ : Rm × G → P , we have (ψ ◦ ϕ)0 =
ψ0ϕ0, (ψ ◦ ϕ)1 = ψ ◦ ϕ̃ ◦ (ψ0 ◦ ϕ0)−1 = ψ ◦ ϕ1 ◦ ψ−1

0 . Therefore, in the category
of functors and natural transformations, the following diagram is a pullback

W r w

u

Jr

u
P r ◦B w B

Here B : PBm(G)→Mfm is the base functor, the upper and left-hand natural
transformations are given by the above decomposition and the right-hand and
bottom arrows are the usual projections.
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15.5. For every associated bundle E = P [S; `] to a principal bundle (P, p,M,G)
there is a canonical left action `r : W r

mG× T rmS → T rmS of W r
mG = Grm o T

r
mG

on T rmS. We simply compose the prolonged action T rm` of T rmG on T rmS, see
12.13, with the canonical left action of Grm on both T rmG and T rmS, i.e. we set

(1) `r(jrϕ(0, e), jr0s) = jr0(` ◦ (ϕ̄ ◦ ϕ−1
0 , s ◦ ϕ−1

0 ))

for every jrϕ(0, e) = (jr0ϕ0, j
r
0 ϕ̄) ∈ Grm o T rmG.

Proposition. For every associated bundle E = P [S; `], there is a canonical
structure of the associated bundle W rP [T rmS; `r] on the r-th jet prolongation
JrE.

Proof. Similarly to 14.6, every action ` : G × S → S determines the functor L
on PBm(G), P 7→ P [S, `] and ϕ 7→ {ϕ, idS}, with values in the category of
the associated bundles with standard fiber S and structure group G. We shall
essentially use the identification

T rmS
∼= Jr0 (Rm × S) ∼= Jr0 ((Rm ×G)[S; `])

jr0s 7→ jr0(idRm , s) 7→ jr0{ê, s}(2)

where ê : Rm → R
m ×G, ê(x) = (x, e). Then the action `r becomes the form

`r(jrϕ(0, e), jr0{ê, s}) = jr0{ê, ` ◦ (ϕ̄ ◦ ϕ−1
0 , s ◦ ϕ−1

0 )}(3)

= Jr(Lϕ)(jr0{ê, s}).

Now we can define a map q : W rP × T rmS → JrE determining the required
structure on JrE. Given u = jrψ(0, e) ∈W rP and B = jr0s ∈ T rmS, we set

q(u,B) = Jr(Lψ)(jr0{ê, s}).

Since the map ψ is a local trivialization of the principal bundle P , the restriction
qu = q(u, ) : T rmS → Jrψ0(0)E is a diffeomorphism. Moreover, for every A =
jrϕ(0, e) ∈W r

mG, formula (3) implies

q(u.A, `r(A−1, B)) = Jr(L(ψ ◦ ϕ))
(
Jr(Lϕ−1)(jr0{ê, s})

)
= q(u,B)

and the proposition is proved. �

For later purposes, let us express the corresponding map τ : W rP ×M JrE →
T rmS. It holds

τ(u, jrxs) = jr0(τE ◦ (ψ ◦ ê, s ◦ ψ0))

where τE : P ×M E → S is the canonical map of E and u = jrψ(0, e) ∈W r
xP .
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15.6. First order principal prolongation. We shall point out some special
properties of the groups W 1

mG and the bundles W 1P . Let us start with the group
T rmG. Every map s : Rm → G can be identified with the couple (s(0), λs(0)−1 ◦s),
and for a second map s′ : Rm → G we have (we recall that λa and ρa are the left
and right translations by a in G, µ is the multiplication on G)

µ ◦ (s′, s)(x) = s′(0)s′(0)−1s′(x)s(0)s(0)−1s(x)(1)

=
(
s′(0)s(0)

)(
conjs(0)−1(s′(0)−1s′(x))

)(
s(0)−1s(x)

)
.

It follows that T rmG is the semi direct product G o Jr0 (Rm, G)e. This can be
described easily in more details in the case r = 1. Namely, the first order jets
are identified with linear maps between the tangent spaces, so that (1) implies
T 1
mG = Go (g⊗ Rm∗) with the multiplication

(2) (a′, Z ′).(a, Z) = (a′a,Ad(a−1)(Z ′) + Z),

where a, a′ ∈ G, Z, Z ′ ∈ Hom(Rm, g). Taking into account the decomposition
15.2.(1) and formula 15.2.(2), we get

W 1
mG = (GL(m)×G)o (g⊗ Rm∗)

with multiplication

(3) (A′, a′, Z ′).(A, a, Z) = (A′ ◦A, a′a,Ad(a−1)(Z ′) ◦A+ Z).

Now, let us view fibers P 1
xM as subsets in Hom(Rm, TxM) and elements

in J1
xP as homomorphisms in Hom(TxM,TyP ), y ∈ Px. Given any (u, v) ∈

P 1M ×M J1P = W 1P and (A, a, Z) ∈ (G1
m ×G)o (g⊗ Rm∗), 15.4.(2) implies

(4) (u, v)(A, a, Z) = (u ◦A, Tρ(v, Tλa ◦ Z ◦A−1 ◦ u−1))

where ρ is the principal right action on P .

15.7. Principal prolongations of frame bundles. Consider the r-th prin-
cipal prolongation W r(P sM) of the s-th order frame bundle P sM of a manifold
M . Every local diffeomorphism ϕ : Rm → M induces a principal fiber bundle
morphism P sϕ : P sRm → P sM and we can construct jr(0,es)(P

sϕ) ∈W r(P sM),
where es denotes the unit of Gsm. One sees directly that this element de-
pends on the (r + s)-jet jr+s0 ϕ only. Hence the map jr+s0 ϕ 7→ jr(0,es)(P

sϕ)
defines an injection iM : P r+sM → W r(P sM). Since the group multiplication
in both Gr+sm and W r

mG
s
m is defined by the composition of jets, the restriction

i0 : Gr+sm → W r
mG

s
m of iRm to the fibers over 0 ∈ Rm is a group homomor-

phism. Thus, the (r+s)-order frames on a manifold M form a natural reduction
iM : P r+sM → W r(P sM) of the r-th principal prolongation of the s-th order
frame bundle of M to the subgroup i0(Gr+sm ) ⊂W r

mG
s
m.
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15.8. Coordinate expression of i0 : Gr+sm →W r
mG

s
m. The canonical coordi-

nates xi on Rm induce coordinates aiα, 0 < |α| ≤ r + s, on Gr+sm , aiα(jr+s0 f) =
1
α!
∂|α|fi

∂xα (0), and the following coordinates on W r
mG

s
m: Any element jrϕ(0, e) ∈

W r
mG

s
m is given by jr0ϕ0 ∈ Grm and jr0 ϕ̄ ∈ T rmGsm, see 15.2. Let us denote the

coordinate expression of ϕ̄ by biγ(x), 0 < |γ| ≤ s, so that we have the coordi-

nates biγ,δ, 0 < |γ| ≤ s, 0 ≤ |δ| ≤ r on T rmG
s
m, biγ,δ(j

r
0 ϕ̄) = 1

δ!

∂|δ|biγ
∂xδ

(0), and the
coordinates (aiβ ; biγ,δ), 0 < |β| ≤ r, 0 < |γ| ≤ s, 0 ≤ |δ| ≤ r, on W r

mG
s
m. By

definition, we have

(1) i0(aiα) = (aiβ ; aiγ+δ).

In the first order case, i.e. for r = 1, we have to take into account a further
structure, namely T 1

mG
s
m = Gsm o (gsm ⊗ Rm∗), cf. 15.6. So given i0(js+1

0 f) =
(j1

0f, j
1
0q), where q : Rm → Gsm, we are looking for b = q(0) ∈ Gsm and Z =

Tλb−1 ◦ T0q ∈ gsm ⊗ Rm∗. Let us perform this explicitly for s = 2.
In G2

m we have (aij , a
i
jk)−1 = (ãij , ã

i
jk) with aij ã

j
k = δik and ãijk = −ãilalpsãskã

p
j .

Let X = (aik, a
i
jk, A

i
j , A

i
jk) ∈ TG2

m and b = (bik, b
i
jk) ∈ G2

m. It is easy to compute

Tλb(X) = (bika
k
j , b

i
la
l
jk + bipsa

p
ja
s
k, b

i
pA

p
j , b

i
pA

p
jk + bipsA

p
ja
s
k + bipsa

p
jA

s
k).

Taking into account all our identifications we get a formula for i0 : G3
m →W 1

mG
2
m

i0(aij , a
i
jk, a

i
jkl) = (aij ; a

i
j , a

i
jk; ãipa

p
jl, ã

i
pa
p
jkl + ãipsa

p
jla

s
k + ãipsa

p
ja
s
kl).

If we perform the above consideration up to the first order terms only, we get
i0 : G2

m →W 1
mG

1
m, i0(aij , a

i
jk) = (aij ; a

i
j ; ã

i
pa
p
jl).

16. Canonical differential forms

16.1. Consider a vector bundle E = P [V, `] associated to a principal bundle
(P, p,M,G) and the space of all E-valued differential forms Ω(M ;E). By theo-
rem 11.14, there is the canonical isomorphism q] between Ω(M ;E) and the space
of horizontal G-equivariant V -valued differential forms on P . According to 10.12,
the image Φ = q](ϕ) ∈ Ωkhor(P ;V )G is called the frame form of ϕ ∈ Ωk(M ;E).
We have

(1) Φ(X1, . . . , Xk) = τ(u, ) ◦ ϕ(TpX1, . . . , TpXk)

where Xi ∈ TuP and τ : P ×M E → V is the canonical map. Conversely, for
every X1, . . . , Xk ∈ TxM , we can choose arbitrary vectors X̄1, . . . , X̄k ∈ TuP
with u ∈ Px and TpX̄i = Xi to get

(2) ϕ(X1, . . . , Xk) = q(u, ) ◦ Φ(X̄1, . . . , X̄k)

where q : P×V → E is the other canonical map. The elements Φ ∈ Ωhor(P ;V )G

are sometimes called the tensorial forms of type `, while the differential forms
in Ω(P ;V )G are called pseudo tensorial forms of type `.
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16.2. The canonical form on P 1M . We define an Rm-valued one-form θ =
θM on P 1M for every m-dimensional manifold M as follows. Given u = j1

0g ∈
P 1M and X = j1

0c ∈ TuP 1M we set

θM (X) = u−1 ◦ Tp(X) = j1
0(g−1 ◦ p ◦ c) ∈ T0R

m = R
m.

In words, the choice of u ∈ P 1M determines a local chart at x = p(u) up to the
first order and the form θM transforms X ∈ TuP 1M into the induced coordinates
of TpX. If we insert ϕ = idTM into 16.1.(1) we get immediately

Proposition. The canonical form θM ∈ Ω1(P 1M ;Rm) is a tensorial form which
is the frame form of the 1-form idTM ∈ Ω1(M ;TM).

Consider further a principal connection Γ on P 1M . Then the covariant ex-
terior differential dΓθM is called the torsion form of Γ. By 11.15, dΓθM is
identified with a section of TM ⊗ Λ2T ∗M , which is called the torsion tensor of
Γ. If dΓθM = 0, connection Γ is said to be torsion-free.

16.3. The canonical form on W 1P . For every principal bundle (P, p,M,G)
we can generalize the above construction to an (Rm ⊕ g)-valued one-form on
W 1P . Consider the target projection β : W 1P → P , an element u = j1ψ(0, e) ∈
W 1P and a tangent vector X = j1

0c ∈ Tu(W 1P ). We define the form θ = θP by

θ(X) = u−1 ◦ Tβ(X) = j1
0(ψ−1 ◦ β ◦ c) ∈ T(0,e)(Rm ×G) = R

m ⊕ g.

Let us notice that if G = {e} is the trivial structure group, then we get P = M ,
W 1P = P 1M and θP = θM .

The principal action ρ on P induces an action of G on the tangent space
TP . We claim that the space of orbits TP/G is the associated vector bundle
E = W 1P [Rm⊕g; `] with the left action ` of W 1

mG on T(0,e)(Rm×G) = R
m⊕g,

`(j1ϕ(0, e), j1
0c) = j1

0(ρϕ̄(0)−1
◦ ϕ ◦ c).

Indeed, every PBm(G)-morphism commutes with the principal actions, so that `
is a left action which is obviously linear and the map q : W 1P×T(0,e)(Rm×G)→
E transforming every couple j1ψ(0, e) ∈W 1P and j1

0c ∈ T(0,e)(Rm×G) into the
orbit in TP/G determined by j1

0(ψ ◦c) describes the associated bundle structure
on E.

Proposition. The canonical form θP on W 1P is a pseudo tensorial one-form
of type `.

Proof. We have to prove θP ∈ Ω1(W 1P ;Rm ⊕ g)W
1
mG. Let ρ and ρ̄ be the

principal actions on P and W 1P , X = j1
0c ∈ TuW

1P , u = j1ψ(0, e), A =
j1ϕ(0, e) ∈W 1

mG, a = pr2 ◦ β(A). We have

β ◦ ρ̄A = ρa ◦ β
(ρ̄A)∗X = j1

0(ρ̄A ◦ c) ∈ TuAW 1P

θP ◦ (ρ̄A)∗X = j1
0(ϕ−1 ◦ ψ−1 ◦ β ◦ ρ̄A ◦ c) = j1

0(ρa ◦ ϕ−1 ◦ ψ−1 ◦ β ◦ c).
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Hence

`A−1 ◦ θP (X) = `A−1(j1
0(ψ−1 ◦ β ◦ c) = θP ◦ (ρ̄A)∗(X). �

Unfortunately, θP is not horizontal since the principal bundle projection on
W 1P is p ◦ β.

16.4. Lemma. Let (P, p,M,G) be a principal bundle and q : W 1P = P 1M×M
J1P → P 1M be the projection onto the first factor. Then the following diagram
commutes

R
m ⊕ g

u
pr1

TW 1Pu θP

u
Tq

R
m TP 1Mu θM

Proof. Consider X = j1
0c ∈ TuW 1P , u = j1ψ(0, e). Then Tq(X) = j1(q ◦ c) and

q(u) = j1
0ψ0. It holds

pr1 ◦ θP (X) = pr1(j1
0(ψ−1 ◦ β ◦ c)) = j1

0(ψ−1
0 ◦ p ◦ β ◦ c)

= j1
0(ψ−1

0 ◦ p̄ ◦ q ◦ c) = θM ◦ Tq(X)

where p̄ : P 1M →M is the canonical projection. �

16.5. Canonical forms on frame bundles. Let us consider a frame bun-
dle P rM and the first order principal prolongation W 1(P r−1M). We know
the canonical form θ ∈ Ω1(W 1(P r−1M);Rm ⊕ gr−1

m )W
1
mG

r−1
m and the reduction

iM : P rM →W 1(P r−1M) to the structure group Grm, see 15.7. So we can define
the canonical form θr on P rM to be the pullback i∗Mθ ∈ Ω1(P rM,Rm ⊕ gr−1

m ).
By virtue of 16.3 there is the linear action ¯̀ = ` ◦ κ where κ is the group ho-
momorphism corresponding to iM , see 15.7, and θr is a pseudo tensorial form
of type ¯̀. The form θr can also be described directly. Given X ∈ TuP

rM ,
we set ū = πrr−1u, X̄ = Tπrr−1(X) ∈ TūP r−1M . Since every u = jr0f ∈ P rM
determines a linear map ũ = T(0,e)P

r−1f : Rm ⊕ gr−1
m → Tjr−1

0 fP
r−1M we get

θr(X) = ũ−1(X̄).

16.6. Coordinate functions of sections of associated bundles. Let us
fix an associated bundle E = P [S; `] to a principal bundle (P, p,M,G). The
canonical map τE : P ×M E → S determines the so called frame form σ : P → S
of a section s : M → E, σ(u) = τE(u, s(p(u))). As we proved in 15.5, JrE =
W rP [T rmS; `r], m = dimM , and so for every fixed section s : M → E the frame
form σr of its r-th prolongation jrs is a map σr : W rP → T rmS. If we choose
some local coordinates (U,ϕ), ϕ = (yp), on S, then there are the induced local
coordinates ypα on (πr0)−1(U) ⊂ T rmS, 0 ≤ |α| ≤ r, and for every section s : M →
E the compositions ypα◦σr define (on the corresponding preimages) the coordinate
functions apα of jrs induced by the local chart (U,ϕ). We deduced in 15.5 that
for every u = jrψ(0, e) = (jr0ψ0, j

rψ1(ψ0(0))) ∈W rP

σr(u) = jr0τE(ψ1 ◦ ψ0, s ◦ ψ0).
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In particular, for the first order case we get

ap(u) = yp ◦ σ(u)

api (u) = dyp(j1
0τE(ψ1 ◦ ψ0, s ◦ ψ0) ◦ c)

where c : R→ R
m is the curve t 7→ txi.

We shall describe the first order prolongation in more details. Let us denote ei,
i = 1, . . . ,m, the canonical basis in Rm and let eα, α = m+1, . . . ,m+dimG, be
a linear basis of the Lie algebra g. So the canonical form θ on W 1P decomposes
into θ = θiei + θαeα. Let us further write Yα for the fundamental vector fields
on S determined by eα and let ωα be the dual basis to that induced from eα
on V P . Hence if the coordinate formulas for Yα are Yα = ηpα(y) ∂

∂yp , then for
z ∈ Ex, u ∈ Px, X ∈ VuP , y = τE(u, z) we get

τE( , z)∗X = −Yα(y)ωα(X) = −ηpα(y)ωα(X) ∂
∂yp .

The next proposition describes the coordinate functions of j1s on W 1P by
means of the canonical form θ and the coordinate functions ap of s on P .

Proposition. Let āp be the coordinate functions of a geometric object field
s : M → E and let api , a

p be the coordinate functions of j1s. Then ap = āp ◦ β,
where β : W 1P → P is the target projection, and

dap + ηpα(aq)θα = api θ
i.

Proof. The equality ap = āp ◦ β follows directly from the definition. We shall
evaluate dap(X) with arbitrary X ∈ TuW 1P , where u ∈ W 1P , u = j1ψ(0, e) =
(j1

0ψ0, j
1ψ1(ψ0(0))). The frame u determines the linear isomorphism

ũ = T(0,e)ψ : Rm ⊕ g→ TūP,

ū = β(u). We shall denote θi(X) = ξi, θα(X) = ξα, so that θ(X) = ũ−1(β∗X) =
ξiei+ξαeα. Let us write X̄ = β∗X = X̄1 +X̄2 with X̄1 = ũ(ξiei), X̄2 = ũ(ξαeα)
and let c be the curve t 7→ tξiei on Rm. We have

dāp(X̄1) = dyp(j1
0(σ ◦ ψ1 ◦ ψ0 ◦ c))

= dyp(j1
0(τE(ψ1 ◦ ψ0, s ◦ ψ0) ◦ c)) = api (u)ξi

dāp(X̄2) = dyp(τE( , s(p(ū)))∗X̄2) = −ηpα(aq(ū))ξα ∂
∂yp .

Hence
dap(X) = dāp(β∗X) = api (u)θi(X)− ηpα(aq(u))θα(X). �
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17. Connections and the absolute differentiation

17.1. Jet approach to general connections. The (general) connections on
any fiber bundle (Y, p,M, S) were introduced in 9.3 as the vector valued 1-forms
Φ ∈ Ω1(Y ;V Y ) with Φ ◦ Φ = Φ and ImΦ = V Y . Equivalently, any connection
is determined by the horizontal projection χ = idTY − Φ, or by the horizontal
subspaces χ(TyY ) ⊂ TyY in the individual tangent spaces, i.e. by the horizontal
distribution. But every horizontal subspace χ(TyY ) is complementary to the
vertical subspace VyY and therefore it is canonically identified with a unique
element j1

ys ∈ J1
yY . On the other hand, each j1

ys ∈ J1
yY determines a subspace in

TyY complementary to VyY . This leads us to the following equivalent definition.

Definition. A (general) connection Γ on a fiber bundle (Y, p,M) is a section
Γ: Y → J1Y of the first jet prolongation β : J1Y → Y .

Now, the horizontal lifting γ : TM×M Y → TY corresponding to a connection
Γ is given by the composition of jets, i.e. for every ξx = j1

0c ∈ TxM and y ∈ Y ,
p(y) = x, we have γ(ξx, y) = Γ(y) ◦ ξx. Given a vector field ξ, we get the Γ-
lift Γξ ∈ X(Y ), Γξ(y) = Γ(y) ◦ ξ(p(y)) which is a projectable vector field on
Y → M . Note that for every connection Γ on p : Y → M and ξ ∈ TyY it holds
χ(ξ) = γ(Tp(ξ), y) and Φ = idTY − χ.

Since the first jet prolongations carry a natural affine structure, we can con-
sider J1 as an affine bundle functor on the category FMm,n of fibered manifolds
with m-dimensional bases and n-dimensional fibers and their local fibered mani-
fold isomorphisms. The corresponding vector bundle functor is V ⊗T ∗B, where
B : FMm,n → Mfm is the base functor, see 12.11. The choice of a (general)
connection Γ on p : Y →M yields an identification of J1Y → Y with V Y ⊗T ∗M .
Chosen any fibered atlas ϕα : (Rm+n → R

m)→ (Y →M) with ϕα(Rm+n) = Uα,
we can use the canonical flat connection on Rm+n to get such identifications on
J1Uα. In this way we obtain the local sections γα : Uα → (V ⊗ T ∗B)(Uα) which
correspond to the Christoffel forms introduced in 9.7. More explicitly, if we pull
back the sections γα to Rm+n → R

m and use the product structure, then we
obtain exactly the Christoffel forms.

In 9.4 we defined the curvature R of a (general) connection Γ by means of the
Frölicher-Nijenhuis bracket, 2R = [Φ,Φ]. It holds R[X1, X2] = Φ([χX1, χX2])
for all vector fields X1, X2 on Y . In other words, given two vectors A1, A2 ∈
TyY , we extend them to arbitrary vector fields X1 and X2 on Y and we have
R(A1, A2) = Φ([χX1, χX2](y)). Clearly, we can take for X1 and X2 projectable
vector fields over some vector fields ξ1, ξ2 on M . Then χXi = γξi, i = 1, 2. This
implies that R can be interpreted as a map R(y, ξ1, ξ2) = Φ([γξ1, γξ2](y)). Such
a map is identified with a section Y → V Y ⊗ Λ2T ∗M . Obviously, the latter
formula can be rewritten as

R(y, ξ1, ξ2) = [γξ1, γξ2](y)− γ([ξ1, ξ2])(y).

This relation is usually expressed by saying that the curvature is the obstruction
against lifting the bracket of vector fields.
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17.2. Principal connections. Consider a principal fiber bundle (P, p,M,G)
with the principal action r : P ×G→ P . We shall also denote by r the canonical
right action r : J1P × G → J1P given by rg(j1

xs) = j1
x(rg ◦ s) for all g ∈ G

and j1
xs ∈ J1P . In accordance with 11.1 we define a principal connection Γ on

a principal fiber bundle P with a principal action r as an r-equivariant section
Γ: P → J1P of the first jet prolongation J1P → P .

Let us recall that for every principal bundle, there are the canonical right
actions of the structure group on its tangent bundle and vertical tangent bundle.
By definition, for every vector field ξ ∈ X(M) and principal connection Γ the Γ-
lift Γξ is a right invariant projectable vector field on P . Furthermore, a principal
connection induces an identification J1P ∼= V P ⊗ T ∗M which maps principal
connections into right invariant sections.

17.3. Induced connections on associated fiber bundles. Let us consider
an associated fiber bundle E = P [S; `]. Every local section σ of P determines a
local trivialization of E. Hence the idea of the definition of induced connections
used in 11.8 gets the following simple form. For any principal connection Γ on
P we define the section ΓE : E → J1E by ΓE{u, s} = j1

x{σ, ŝ}, where u ∈ Px
and s ∈ S are arbitrary, Γ(u) = j1

xσ and ŝ means the constant map M → S
with value s. It follows immediately that the parallel transport PtE(c, {u, s}) of
an element {u, s} ∈ E along a curve c : R → M is the curve t 7→ {Pt(c, u, t), s}
where Pt is the G-equivariant parallel transport with respect to the principal
connection on P .

We recall the canonical principal bundle structure (TP, Tp, TM, TG) on TP
and TE = TP [TS, T`], see 10.18. The horizontal lifting determined by the
induced connection ΓE is given for every ξ ∈ X(M) by

(1) ΓEξ({u, s}) = {Γξ(u), 0s} ∈ (TE)ξ(p(u)),

where 0s ∈ TsS is the zero tangent vector. Let us now consider an arbi-
trary general connection ΓE on E. Chosen an auxiliary principal connection
ΓP on P , we can express the horizontal lifting γE in the form ΓEξ({u, s}) =
{ΓP ξ(u), γ̄(ξ(p(u)), s)}. The map γ̄ is uniquely determined if the action ` is in-
finitesimally effective, i.e. the fundamental field mapping g→ X(S) is injective.
Then it is not difficult to check that the horizontal lifting γE can be expressed
in the form (1) with certain principal connection Γ on P if and only if the map
γ̄ takes values in the fundamental fields on S. This is equivalent to 11.9.

17.4. The bundle of (principal) connections. We intend to treat principal
connections as sections of an appropriate bundle. We have defined them as right
invariant sections of the first jet prolongation of principal bundles, so that given
a principal connection Γ on (P, p,M,G) and a point x ∈ M , its value on the
whole fiber Px is determined by the value in any point from Px. We define QP
to be the set of orbits J1P/G. Since the source projection α : J1P → M is G-
invariant, we have the projection QP →M , also denoted by α. Furthermore, for
every morphism of principal fiber bundles (ϕ,ϕ1) : (P, p,M,G) → (P̄ , p̄, M̄ , Ḡ)
over ϕ1 : G→ Ḡ it holds

J1ϕ(j1
x(ra ◦ s)) = j1

ϕ0(x)(r
ϕ1(a) ◦ ϕ ◦ s ◦ ϕ−1

0 )
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for all j1
xs ∈ J1P , a ∈ G. Hence the map J1ϕ : J1P → J1P̄ factors to a map

Qϕ : QP → QP̄ and Q becomes a functor with values in fibered sets. More
explicitly, for every j1

xs in an orbit A ∈ QP the value Qϕ(A) is the orbit in J1P̄
going through J1ϕ(j1

xs). By the construction, we have a bijective correspondence
between the sections of the fibered set QP →M and the G-equivariant sections
of J1P → P which are smooth along the individual fibers of P . It remains to
define a suitable smooth structure on QP .

Let us first assume P = R
m × G. Then there is a canonical representative

in each orbit J1(Rm × G)/G, namely j1
xs with s(x) = (x, e), e ∈ G being

the unit. Moreover, J1(Rm × G) is identified with Rm × J1
0 (Rm, G), j1

xs 7→
(x, j1

0(pr2 ◦ s ◦ tx)). Hence there is the induced smooth structure Q(Rm ×G) ∼=
R
m × J1

0 (Rm, G)e and the canonical projection J1(Rm × G) → Q(Rm × G)
becomes a surjective submersion. Let PBm be the category of principal fiber
bundles over m-manifolds and their morphisms covering local diffeomorphisms
on the base manifolds. For every PBm-morphism ϕ : Rm × G → R

m × Ḡ and
element j1

xs ∈ A ∈ Q(Rm×G) with s(x) = (x, e), the orbit Qϕ(A) is determined
by J1ϕ(j1

xs). This means that

Qϕ(j1
xs) = j1

ϕ0(x)(r
a−1
◦ ϕ ◦ s ◦ ϕ−1

0 )

where a = pr2 ◦ ϕ(x, e) and consequently Qϕ is smooth.
Now for every principal fiber bundle atlas (Uα, ϕα) on a principal fiber bundle

P the maps Qϕα form a fiber bundle atlas (Uα, Qϕα) on QP → M . Let us
summarize.

Proposition. The functor Q : PBm → FMm associates with each principal
fiber bundle (P, p,M,G) the fiber bundle QP over the base M with standard
fiber J1

0 (Rm, G)e. The smooth sections of QP are in bijection with the principle
connections on P .

The functor Q is a typical example of the so called gauge natural bundles
which will be studied in detail in chapter XII. On replacing the first jets by
k-jets in the above construction, we get the functor Qk : PBm → FMm of k-th
order (principal) connections.

17.5. The structure of an associated bundle on QP . Let us consider a
principal fiber bundle (P, p,M,G) and a local trivialization ψ : Rm × G → P .
By the definition, the restriction of Qψ to the fiber S := (Q(Rm × G))0 is a
diffeomorphism onto the fiber QPψ0(0). Since the functor Q is of order one, this
diffeomorphism is determined by j1ψ(0, e) ∈W 1P , cf. 15.3. For the same reason,
every element j1ϕ(0, e) ∈W 1

mG determines a diffeomorphism Qϕ|S : S → S. By
the definition of the Lie group structure on W 1

mG, this defines a left action ` of
W 1
mG on S. We define a mapping q : W 1P × S → QP by

q(j1ψ(0, e), A) = Qψ(A).

Since q(j1(ψ◦ϕ)(0, e), Qϕ−1(A)) = Qψ◦Qϕ◦Qϕ−1(A), the map q identifies QP
with W 1P [S; `]. We shall see in chapter XII that the map q is an analogy to our
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identifications of the values of bundle functors onMfm with associated bundles
to frame bundles and that this construction goes through for every gauge natural
bundle.

We are going to describe the action ` in more details. We know that

S = J1
0 (Rm ×G)/G ∼= (Rm × T 1

mG)0/G ∼= J1
0 (Rm, G)e ∼= g⊗ Rm∗,

see 17.4, and W 1
mG = G1

m o T
1
mG. Moreover, we have introduced the identifica-

tion T 1
mG = Go(g⊗Rm∗) with the multiplication (a, Z)(ā, Z̄) = (aā,Ad(ā−1)Z+

Z̄), see 15.6. Let us now express the action ` of W 1
mG = (G1

m×G)o(g⊗Rm∗) on
S = (g⊗Rm∗). Given (A, a, Z) ∼= j1ϕ(0, e) ∈W 1

mG, and Y ∼= j1
0s ∈ J1

0 (Rm×G),
s(0) = (0, e), we have A = j1

0ϕ0, a = pr2 ◦ ϕ(0, e), Z = Tλa−1 ◦ T0ϕ̄ and
Y = T0s̃, where s̃ = pr2 ◦ s. By definition, Qϕ(j1

0s) = j1
0q and if we require

q̃(0) := pr2◦q(0) = e we have q = ρa
−1 ◦ϕ◦s◦ϕ−1

0 , where ρ denotes the principal
right action of G. Then we evaluate

q̃ = ρa
−1
◦ µ ◦ (ϕ̄, s̃) ◦ ϕ−1

0 = conj(a) ◦ µ ◦ (λa−1 ◦ ϕ̄, s̃) ◦ ϕ−1
0 .

Hence by applying the tangent functor we get the action ` in form

(1) (A, a, Z)(Y ) = Ad(a)(Y + Z) ◦A−1.

Proposition. For every principal bundle (P, p,M,G) the bundle of principal
connections QP is the associated fiber bundle W 1P [g⊗ Rm∗, `] with the action
` given by (1).

Since the standard fiber of QP is a Euclidean space, there are always global
sections of QP and so we have reproved in this way that every principal fiber
bundle admits principal connections.

17.6. The affine structure on QP . In 17.2 and 17.3 we deduced that every
principal connection on P determines a bijection between principal connections
on P and the right invariant sections in C∞(V P ⊗ T ∗M → P ). For every
principal fiber bundle (P, p,M,G), let us denote by LP the associated vector
bundle P [g,Ad]. Since the fundamental field mapping (u,A) 7→ ζA(u) ∈ VuP
identifies V P with P × g and (ua,Ad(a−1)(A)) 7→ TRa ◦ ζA(u), there is the
induced identification P [g,Ad] ∼= V P/G. Hence every element in LP can be
viewed as a right invariant vertical vector field on a fiber of P . Let us now
consider g⊗ Rm∗ as a standard fiber of the vector bundle LP ⊗ T ∗M with the
left action of the product of Lie groups G×G1

m given by

(1) (a,A)(Y ) = Ad(a)(Y ) ◦A−1.

At the same time, we can view g ⊗ Rm∗ as the standard fiber of QP with the
action ` of W 1

mG given in 17.5.(1). Using the canonical affine structure on the
vector space g⊗ Rm∗, we get for every two elements Y1, Y2 ∈ g⊗ Rm∗

`((A, a, Z), Y1)− `((A, a, Z), Y2) = Ad(a)(Y1 − Y2) ◦A−1,
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cf. 15.6.(3). Hence QP is an associated affine bundle to W 1P with the modelling
vector bundle LP ⊗ T ∗M = W 1P [g ⊗ Rm∗] corresponding to the action (1) of
the Lie subgroup G1

m × G ⊂ W 1
mG via the canonical homomorphism W 1

mG →
G1
m × G. Since the curvature R of a principal connection is a right invariant

section in C∞(V P ⊗ Λ2T ∗M → P ), we can view the curvature as an operator
R : C∞(QP →M)→ C∞(LP ⊗Λ2T ∗M →M). By the definition, R commutes
with the action of the PBm(G)-morphisms, so that this is a typical example of
the so called gauge natural operators which will be treated in chapter XII.

17.7. Principal connections on higher order frame bundles. Let us con-
sider a frame bundle P rM and the bundle of principal connections QP rM . The
composition Q ◦ P r is a bundle functor on Mfm of order r + 1, so that there
is the canonical structure QP rM ∼= P r+1M [grm ⊗ Rm∗], but there also is the
identification QP rM ∼= W 1P r[grm⊗Rm∗; `] described in 17.6. It is an easy exer-
cise to verify that the former structure of an associated bundle is obtained from
the latter one by the natural reduction iM : P r+1M →W 1P rM , see proposition
15.7.

The most important case is r = 1, since the functor QP 1 associates to each
manifold M the bundle of linear connections on M . Let us deduce the coordinate
expressions of the actions of W 1

mG
1
m and G2

m on (g1
m⊗Rm∗) = Hom(Rm, gl(m)).

Given (A,B,Z) ∈ W 1
mG

1
m, A = (aij) ∈ G1

m, B = (bij) ∈ G1
m, Z = (zijk) ∈

(g1
m ⊗ Rm∗), Γ = (Γijk) ∈ (g1

m ⊗ Rm∗), we have Ad(B)(Z) = (bimz
m
nj b̃

n
k ), so that

17.5.(1) implies
(A,B,Z)(Γijk) = (bim(Γmnl + zmnl)ã

l
k b̃
n
j ).

The coordinate expression of the homomorphism i0 : G2
m → W 1

mG
1
m deduced in

15.8 yields the formula

(aij , a
i
jk)(Γijk) = (aimΓmnlã

l
kã
n
j + ainlã

l
kã
n
j ).

We remark that the Γijk introduced in this way differ from the classical Christoffel
symbols, [Kobayashi, Nomizu, 69], by sign and by the order of subscripts, see
17.15.

Let us mention briefly the second order case. We have to deal with (A,B,Z) ∈
W 1
mG

2
m, A = (aij) ∈ G1

m, B = (bij , b
i
jk) ∈ G2

m, Z = (zijk, z
i
jkl) ∈ (g2

m ⊗ Rm∗). We
compute

Ad(B)(Z) ◦A−1 = (bipz
p
smã

m
k b̃

s
j , b

i
pz
p
smã

m
l b̃

s
jk

+ bipz
p
mnqã

q
l b̃
n
j b̃
m
k + bipsz

p
mnã

n
l b̃
m
j b̃

s
k + bipsz

s
mnã

n
l b̃
p
j b̃
m
k )

and we have to compose this action with the homomorphism i0 : G3
m →W 1

mG
2
m.

For every a = (aij , a
i
jk, a

i
jkl) ∈ G3

m, the formula derived in 15.8 implies

a.(Γijk,Γ
i
jkl) =

(
aimΓmnlã

l
kã
n
j + ainlã

l
kã
n
j ,

aipΓ
p
mnqã

q
l ã
n
k ã

m
j + aipΓ

p
smã

m
l ã

s
jk + aipsΓ

p
mnã

n
l ã

m
j ã

s
k

+ aipsΓ
s
nmã

m
l ã

p
j ã
n
k + aimnqã

q
l ã
m
k ã

n
j + aismã

s
kj ã

m
l

)
.
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17.8. The absolute differential. Let us consider a fixed principal connection
Γ: P → J1P on a principal fiber bundle (P, p,M,G) and an associated fiber
bundle E = P [S; `]. We recall the maps q : P ×S → E and τ : P ×M E → S, see
10.7, and we denote ũ : = q(u, ) : S → Ep(u). Hence given local sections σ : M →
P and s : M → E with a common domain U ⊂ M and a point x ∈ U , there is

the map ϕσ,s: U 3 y 7→ σ̃(x)◦ σ̃(y)
−1
◦s(y) ∈ Ex, i.e. ϕσ,s = q(σ(x), )◦τ ◦(σ, s).

In fact we use the local trivialization of E induced by σ to describe the local
behavior of s in a single fiber. If P and (consequently) also E are trivial bundles
and σ(x) = (0, e), then we get just the projection onto the standard fiber. Since
the principal connection Γ associates to every u ∈ Px a 1-jet Γ(u) = j1

xσ of a
section σ, for every local section s : M → E and point x in its domain the one
jet of ϕσ,s at x describes the local behavior of s at x up to the first order. Our
construction does not depend on the choice of u ∈ Px, for Γ is right invariant.
So we define the absolute (or covariant) differential ∇s(x) of s at x with respect
to the principal connection Γ by

∇s(x) = j1
xϕσ,s ∈ J1

x(M,Ex)s(x)
∼= Hom(TxM,Vs(x)E).

If E is an associated vector bundle, then there is the canonical identification
Vs(x)E = Ex. Then we have ∇s(x) ∈ Hom(TxM,Ex) and we shall see that this
coincides with the values of the covariant derivative ∇ as defined in section 11.

We can define a structure of an associated bundle on the union of the man-
ifolds J1

x(M,Ex), x ∈ M , where the mappings ∇s take their values. Let
us consider the principal fiber bundle P 1M ×M P with the principal action
r(a1,a2)(u1, u2) = (u1.a1, u2.a2) of the Lie group G1

m × G (here the dots mean
the obvious principal actions). We define

τ : (P 1M ×M P )×M (∪x∈MJ1
x(M,Ex))→ T 1

mS

τ((j1
0f, u), j1

xϕ) = j1
0(ũ−1 ◦ ϕ ◦ f).

Let us further define a left action ¯̀of G1
m×G on T 1

mS by (remember E = P [S; `])

¯̀((j1
0h, a2), j1

0q) = j1
0(`a2 ◦ q) ◦ j1

0h
−1.

One verifies easily that τ determines the structure of the associated bundle
E1 = (P 1M ×M P )[T 1

mS; ¯̀] and that for every section s : M → E its absolute
differential ∇s with respect to a fixed principal connection Γ on P is a smooth
section of E1. Hence ∇ can be viewed as an operator

∇ : C∞(E)→ C∞((P 1M ×M P )[T 1
mS; ¯̀]).

17.9. Absolute differentiation along vector fields. Let E, P , Γ be as in
17.8. Given a tangent vector Xx ∈ TxM , we define the absolute differentiation
in the direction Xx of a section s : M → E to be the value ∇s(x)(Xx) ∈ Vs(x)E.
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164 Chapter IV. Jets and natural bundles

Applying this procedure to a vector field X ∈ X(M) we get a map ∇Xs : M →
V E with the following properties

πE ◦ ∇Xs = s(1)

∇fX+gY s = f∇Xs+ g∇Y s(2)

for all vector fields X, Y ∈ X(M) and smooth functions f , g on M , πE : V E ⊂
TE → E being the canonical projection.

So every X ∈ X(M) determines an operator ∇X : C∞(E) → C∞(V E) and
the whole procedure of the absolute differentiation can be viewed as an operator
∇ : C∞(TM ×M E)→ C∞(V E).

By the definition of the connection form ΦE of the induced connection ΓE , it
holds

∇Xs = ΦE ◦ Ts ◦X(3)

∇Xs = Ts ◦X − (ΓEX) ◦ s.(4)

17.10. The frame forms. For every vector field X ∈ X(M) and every map
s̄ : P → S we define

∇X s̄ : P → TS, ∇X s̄ = T s̄ ◦ ΓEX

∇s̄ : P 1M ×M P → T 1
mS, ∇s̄(v, u) = T s̄ ◦ Tσ ◦ v,

where Γ(u) = j1
xσ, x = p(u). We call ∇s̄ the absolute differential of s̄ while ∇X s̄

is called the absolute differential along X.

Proposition. Let s̄ : P → S be the frame form of a section s : M → E. Then
∇s̄ is the frame form of ∇s and for every X ∈ X(M), ∇X s̄ is the frame form of
∇Xs.
Proof. The map ∇Xs is a section of V E = P [TS] and s̄(u) = τE(u, s ◦ p(u)),
u ∈ P . Further, for every u ∈ Px with Γ(u) = j1

xσ, we have∇s(x) = j1
x(ũ◦s̄◦σ) ∈

Hom(TxM,Vs(x)E). Hence for every X ∈ X(M) we get ∇Xs = T ũ ◦T (s̄ ◦σ) ◦X
and since the diffeomorphism TS → (V E)x determined by u ∈ P is just T ũ, the
frame form of ∇Xs is ∇X s̄.

In order to prove the other equality, let us evaluate

∇s(x) = {(v, u), (j1
x(ũ−1 ◦ ϕ)) ◦ v}.

Since ϕ = ũ ◦ s̄ ◦ σ, where Γ(u) = j1
xσ, the frame form of ∇s is ∇s̄. �

17.11. If E = P [S; `] is an associated vector bundle, then we can use the canon-
ical identification S ∼= TyS for each point y ∈ S. Consider a section s : M → E
and its frame form s̄ : P → S. Then ∇s(x) ∈ J1

x(M,Ex) can be viewed as a
value of a form Ds ∈ Ω1(M ;E). The corresponding S-valued tensorial 1-form
Ds̄ : TP → S is defined by Ds̄ = ds̄ ◦ χ = (χ∗d)(s̄), where χ is the horizontal
projection of ΓE . Of course, this formula defines the absolute differentiation
D : Ωk(P ;S) → Ωk+1(P ;S) for all k ≥ 0, cf. section 11. The absolute differ-
entials of higher order can also be defined in the nonlinear case. However, this
requires an inductive procedure and we refer the reader to [Kolář, 73 b].
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17.12. We are going to deduce a general coordinate formula for the absolute
differentiation of sections of an arbitrary associated fiber bundle. We shall do it
in a geometric way, which reduces the problem to the proposition 16.6. For every
principal connection Γ: P → J1P the image of the map Γ defines a reduction

R(Γ) : P 1M ×M P
Γ−→ P 1M ×M Γ(P ) ↪→ P 1M ×M J1P = W 1P

of the principal bundle W 1P to the structure group
G1
m ×G ↪→ G1

m o T
1
mG = G1

m o (Go (g⊗ Rm∗)).
Let us write θ̃ for the restriction of the canonical form θ on W 1P to P 1M×M

Γ(P ), let ω be the connection form of Γ and θM will denote the canonical form
θM ∈ Ω1(P 1M ;Rm).

Lemma. The following diagram is commutative

TP

u
ω

T (P 1M ×M Γ(P )) w
pr1u β∗

u θ̃
TP 1M

u
θM

g R
m ⊕ gu pr2 w

pr1
R
m

Proof. For every u ∈ W 1P , u = j1ψ(0, e), β(u) = ū, we have the isomorphism
ũ : Rm ⊕ g → TūP and for every X ∈ TuW

1P , θ(X) = ũ−1(β∗X). If X ∈
T (P 1M ×M Γ(P )), we denote θ(X) = Y1 + Y2 ∈ Rm ⊕ g. Then ũ(Y1) = T (ψ1 ◦
ψ0)Y1 = χ(β∗X) and ũ(Y2) = β∗X − ũ(Y1) = Φ(β∗X), where Φ and χ are the
vertical and horizontal projections determined by Γ. Since the restriction of ũ to
the second factor in Rm⊕g coincides with the fundamental vector field mapping,
the commutativity of the left-hand square follows.

The commutativity of the right-hand one was proved in 16.4. �

17.13. Lemma. Let s : M → E be a section, s̄ : P → S its frame form and
let s̄1 : W 1P → T 1

mS be the frame form of j1s. Then for all u ∈ P 1M ×M P ∼=
P 1M ×M Γ(P ) ⊂W 1P it holds s̄1(u) = ∇s̄(u).

Proof. If u = j1ψ(0, e), ū = β(u), then Γ(ū) = j1ψ1(ψ0(0)). Since we know
s̄1(u) = j1

0(τE(ψ1 ◦ ψ0, s ◦ ψ0)), we get ∇s̄(u) = j1
0(s̄ ◦ ψ1 ◦ ψ0) = s̄1(u). �

17.14. Proposition. Let E, S, P , Γ, ω be as before and consider a local chart
(U,ϕ), ϕ = (yp), on S. Let ei, i = 1, . . . ,m be the canonical basis in Rm and eα,
α = m+ 1, . . . ,m+ dimG be a base of Lie algebra g. Let us denote θM = θiMei
the canonical form on P 1M , ω = ωαeα, j1 and j2 be the canonical projections
on P 1M ×M P . Further, let us write ω̄α = j∗2ω

α, θ̄iM = j∗1θ
i
M and let ηpα(y) ∂

∂yp

be the fundamental vector fields corresponding to eα. For a section s : M → E
let ap, api be the coordinate functions of ∇s on P 1M ×M P while āp be those of
s. Then it holds

dap + ηpα(aq)ω̄α = api θ̄
i
M .

Proof. In 16.6 we described the coordinate functions bp, bpi of j1s defined on
W 1P , bp = β∗āp, dbp + ηpα(bq)θα = bpi θ

i. According to 17.13, the functions ap,
api are restrictions of bp, bpi to P 1M ×M P . But then the proposition follows
from lemma 17.12. �
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17.15. Example. We find it instructive to apply this general formula to the
simplest case of the absolute differential of a vector field ξ on a manifold M
with respect to a classical linear connection Γ on M . Since we consider the
standard action ȳi = aijy

j of GL(m) on Rm, the fundamental vector fields ηij on
R
m corresponding to the canonical basis of the Lie algebra of GL(m) are of the

form δki y
j ∂
∂yk

. Every local coordinates (xi) on an open subset U ⊂ M define
a section ρ : U → P 1M formed by the coordinate frames ( ∂

∂x1 , . . . ,
∂

∂xm ) and it
holds ρ∗θiM = dxi. On the other hand, from the explicite equation 25.2.(2) of Γ
we deduce easily that the restriction of the connection form ω = (ωij) of Γ to ρ
is (−Γijk(x)dxk). Thus, if we consider the coordinate expression ξi(x) ∂

∂xi of ξ in
our coordinate system and we write ∇jξi for the additional coordinates of ∇ξ,
we obtain from 17.14

∇jξi =
∂ξi

∂xj
− Γikjξ

k.

Comparing with the classical formula in [Kobayashi, Nomizu, 63, p. 144], we
conclude that our quantities Γijk differ from the classical Christoffel symbols by
sign and by the order of subscripts.

Remarks

The development of the theory of natural bundles and operators is described
in the preface and in the introduction to this chapter. But let us come back
to the jet groups. As mentioned in [Reinhart, 83], it is remarkable how very
little of existing Lie group theory applies to them. The results deduced in our
exposition are mainly due to [Terng, 78] where the reader can find some more
information on the classification of Grm-modules. For the first order jet groups,
it is very useful to study in detail the properties of irreducible representations,
cf. section 34. But in view of 13.15 it is not interesting to extend this approach
to the higher orders. The bundle functors on the whole category Mf were first
studied by [Janyška, 83]. We shall continue the study of such functors in chapter
IX.

The basic ideas from section 15 were introduced in a slightly modified situation
by [Ehresmann, 55]. Every principal fiber bundle p : P → M with structure
group G determines the associated groupoid PP−1 which can be defined as the
factor space P ×P/ ∼ with respect to the equivalence relation (u, v) ∼ (ug, vg),
u, v ∈ P , g ∈ G. Writing uv−1 for such an equivalence class, we have two
projections a, b : PP−1 → M , a(uv−1) = p(v), b(uv−1) = p(u). If E is a fiber
bundle associated with P with standard fiber S, then every θ = uv−1 ∈ PP−1

determines a diffeomorphism qu ◦ (qv)−1 : Eaθ → Ebθ, where qv : S → Eaθ and
qu : S → Ebθ are the ‘frame maps’ introduced in 10.7. This defines an action of
groupoid PP−1 on fiber bundle E. The space PP−1 is a prototype of a smooth
groupoid over M . In [Ehresmann, 55] the r-th prolongation Φr of an arbitrary
smooth groupoid Φ over M is defined and every action of Φ on a fiber bundle
E → M is extended into an action of Φr on the r-th jet prolongation JrE
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of E → M . This construction was modified to the principal fiber bundles by
[Libermann, 71], [Virsik, 69] and [Kolář, 71b].

The canonical Rm-valued form on the first order frame bundle P 1M is one
of the basic concepts of modern differential geometry. Its generalization to r-th
order frame bundles was introduced by [Kobayashi, 61]. The canonical form
on W 1P (as well as on W rP ) was defined in [Kolář, 71b] in connection with
some local considerations by [Laptev, 69] and [Gheorghiev, 68]. Those canonical
forms play an important role in a generalization of the Cartan method of moving
frames, see [Kolář, 71c, 73a, 73b, 77].
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CHAPTER V.
FINITE ORDER THEOREMS

The purpose of this chapter is to develop a general framework for the theory
of geometric objects and operators and to reduce local geometric considerations
to finite order problems. In general, the latter is a hard analytical problem and
its solution essentially depends on the category in question. Roughly speaking,
our methods are efficient when we deal with a sufficiently large class of smooth
maps, but they fail e.g. for analytic maps.

We first extend the concepts and results from section 14 to a wider class of
categories. Then we present our important analytical tool, a nonlinear gener-
alization of well known Peetre theorem. In section 20 we prove the regularity
of bundle functors for a class of categories which includes Mf , Mfm, FM,
FMm, FMm,n, and we get near to the finiteness of the order of bundle func-
tors. It remains to deduce estimates on the possible orders of jet groups acting
on manifolds. We derive such estimates for the actions of jet groups in the cat-
egory FMm,n so that we describe all bundle functors on FMm,n. For n = 0
this reproves in a different way the classical results due to [Palais, Terng, 77]
and [Epstein, Thurston, 79] on the regularity and the finiteness of the order of
natural bundles.

The end of the chapter is devoted to a discussion on the order of natural
operators. Also here we essentially profit from the nonlinear Peetre theorem.
First of all, its trivial consequence is that every (even not natural) local operator
depends on infinite jets only. So instead of natural transformations between the
infinite dimensional spaces of sections of the bundles in question, we have to deal
with natural transformations between the (infinite) jet prolongations. The full
version of Peetre theorem implies that in fact the order is finite on large subsets
of the infinite jet spaces and, by naturality, the order is invariant under the
action of local isomorphisms on the infinite jets. In many concrete situations the
whole infinite jet prolongation happens to be the orbit of such a subset. Then all
natural operators from the bundle in question are of finite order and the problem
of finding a full list of them can be attacked by the methods developed in the
next chapter.
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18. Bundle functors and natural operators

Roughly speaking, the objects of a differential geometric category should be
manifolds with an additional structure and the morphisms should be smooth
maps. The following approach is somewhat abstract, but this is a direct modifi-
cation of the contemporary point of view to the concept of a concrete category,
which is defined as a category over the category of sets.

18.1. Definition. A category over manifolds is a category C endowed with a
faithful functorm : C →Mf . The manifoldmA is called the underlying manifold
of C-object A and A is said to be a C-object over mA.

The assumption that the functor m is faithful means that every induced map
mA,B : C(A,B)→ C∞(mA,mB), A, B ∈ ObC, is injective. Taking into account
this inclusion C(A,B) ⊂ C∞(mA,mB), we shall use the standard abuse of
language identifying every smooth map f : mA→ mB in mA,B(C(A,B)) with a
C-morphism f : A→ B.

The best known examples of categories over manifolds are the categoriesMfm
orMf , the categories FM, FMm, FMm,n of fibered manifolds, oriented man-
ifolds, symplectic manifolds, manifolds with fixed volume forms, Riemannian
manifolds, etc., with appropriate morphisms.

For a category over manifolds m : C →Mf , we can define a bundle functor on
C as a functor F : C → FM satisfying B ◦ F = m where B : FM→Mf is the
base functor. However, we have seen that the localization property of a natural
bundle over m-dimensional manifolds plays an important role. To incorporate it
into our theory, we adapt the general concept of a local category by [Eilenberg,
57] and [Ehresmann, 57] to the case of a category over manifolds.

18.2. Definition. A category over manifolds m : C →Mf is said to be local , if
every A ∈ ObC and every open subset U ⊂ mA determine a C-subobject L(A,U)
of A over U , called the localization of A over U , such that

(a) L(A,mA) = A, L(L(A,U), V ) = L(A, V ) for every A ∈ ObC and every
open subsets V ⊂ U ⊂ mA,

(b) (aggregation of morphisms) if (Uα), α ∈ I, is an open cover of mA and f ∈
C∞(mA,mB) has the property that every f◦iUα is a C-morphism L(A,Uα)→ B,
then f is a C-morphism A→ B,

(c) (aggregation of objects) if (Uα), α ∈ I, is an open cover of a manifold M
and (Aα), α ∈ I, is a system of C-objects such that mAα = Uα and L(Aα, Uα ∩
Uβ) = L(Aβ , Uα ∩ Uβ) for all α, β ∈ I, then there exists a unique C-object A
over M such that Aα = L(A,Uα).

We recall that the requirement L(A,U) is a C-subobject of A means
(i) the inclusion iU : U → mA is a C-morphism L(A,U)→ A,
(ii) if for a smooth map f : mB → U the composition iU ◦ f is a C-morphism

B → A, then f is a C-morphism B → L(A,U).
There are categories like the category VB of vector bundles with no localiza-

tion of the above type, i.e. we cannot localize to an arbitrary open subset of the
total space. From our point of view it is more appropriate to consider VB (and
other similar categories) as a category over fibered manifolds, see 51.4.

Electronic edition of: Natural Operations in Differential Geometry, Springer-Verlag, 1993



170 Chapter V. Finite order theorems

18.3. Definition. Given a local category C over manifolds, a bundle functor on
C is a functor F : C → FM satisfying B ◦F = m and the localization condition:

(i) for every inclusion of an open subset iU : U ↪→ mA, F (L(A,U)) is the
restriction p−1

A (U) of the value pA : FA → mA over U and FiU is the
inclusion p−1

A (U) ↪→ FA.
In particular, the projections pA, A ∈ ObC, form a natural transformation

p : F → m. We shall see later on that for a large class of categories one can
equivalently define bundle functors as functors F : C →Mf endowed with such
a natural transformation and satisfying the above localization condition.

18.4. Definition. A locally defined C-morphism of A into B is a C-morphism
f : L(A,U)→ L(B, V ) for some open subsets U ⊂ mA, V ⊂ mB. A C-object A
is said to be locally homogeneous, if for every x, y ∈ mA there exists a locally
defined C-isomorphism f of A into A such that f(x) = y. The category C is called
locally homogeneous, if each C-object is locally homogeneous. A local skeleton of
a locally homogeneous category C is a system (Cα), α ∈ I, of C-objects such that
locally every C-object A is isomorphic to a unique Cα. In such a case we say
that A is an object of type α. The set I is called the type set of C. A pointed local
skeleton of a locally homogeneous category C is a local skeleton (Cα), α ∈ I,
with a distinguished point 0α ∈ mCα for each α ∈ I.

A C-morphism f : A → B is said to be a local isomorphism, if for every
x ∈ mA there are neighborhoods U of x and V of f(x) such that the restricted
map U → V is a C-isomorphism L(A,U)→ L(B, V ). We underline that a local
isomorphism is a globally defined map, which should be carefully distinguished
from a locally defined isomorphism.

18.5. Examples. All the categories Mfm, Mf , FMm,n, FMm, FM are lo-
cally homogeneous. A pointed local skeleton of the categoryMf is the sequence
(Rm, 0), m = 0, 1, 2, . . . , while a pointed local skeleton of the category FM is
the double sequence (Rm+n → R

m, 0), m, n = 0, 1, 2 . . . .

18.6. Definition. The space Jr(A,B) of all r-jets of a C-object A into a C-
object B is the subset of the space Jr(mA,mB) of all r-jets of mA into mB
generated by the locally defined C-morphisms of A into B. If it is useful to
underline the category C, we write CJr(A,B) for Jr(A,B).

18.7. Definition. A locally homogeneous category C is called infinitesimally
admissible, if we have

(a) Jr(A,B) is a submanifold of Jr(mA,mB),
(b) the jet projections πrk : Jr(A,B) → Jk(A,B), 0 ≤ k < r, are surjective

submersions,
(c) if X ∈ Jr(A,B) is an invertible r-jet of mA into mB, then X is generated

by a locally defined C-isomorphism.
Taking into account (c), we write

invJr(A,B) = Jr(A,B) ∩ invJr(mA,mB).
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18.8. Assume C is infinitesimally admissible and fix a pointed local skeleton
(Cα, 0α), α ∈ I. Let us write Cr(α, β) = Jr0α(Cα, Cβ)0β for the set of all r-jets
of Cα into Cβ with source 0α and target 0β . Definition 18.7 implies that every
Cr(α, β) is a smooth manifold, so that the restrictions of the jet composition
Cr(α, β)× Cr(β, γ)→ Cr(α, γ) are smooth maps. Thus we obtain a category Cr
over I called the r-th order skeleton of C.

By definition 18.7, Grα := invJr0α(Cα, Cα)0α is a Lie group with respect to the
jet composition, which is called the r-th jet group (or the r-th differential group)
of type α. Moreover, if A is a C-object of type α, then P rA := invJr0α(Cα, A) is
a principal fiber bundle over mA with structure group Grα, which is called the
r-th order frame bundle of A. Let us remark that every jet group Grα is a Lie
subgroup in the usual jet group Grm, m = dimCα.

For example, all objects of the category FMm,n are of the same type, so that
FMm,n determines a unique r-th jet group Grm,n ⊂ Grm+n in every order r. In
other words, Grm,n is the group of all r-jets at 0 ∈ Rm+n of fibered manifold
isomorphisms f : (Rm+n → R

m)→ (Rm+n → R
m) satisfying f(0) = 0.

18.9. The following assumption, which deals with the local skeleton of C only,
has purely technical character.

A category C is said to have the smooth splitting property , if for every smooth
curve γ : R→ Jr(Cα, Cβ), α, β ∈ I, there exists a smooth map Γ: R×mCα →
mCβ such that γ(t) = jrc(t)Γ(t, ), where c(t) is the source of r-jet γ(t).

Since γ(t) is a curve on Jr(Cα, Cβ), we know that γ(t) is generated by a
system of locally defined C-morphisms. So we require that on the local skeleton
this can be done globally and in a smooth way. In all our concrete examples
the underlying manifolds of the objects of the canonical skeleton are numerical
spaces and each polynomial map determined by a jet of Jr(Cα, Cβ) belongs to
C. This implies immediately that C has the smooth splitting property.

Definition. An infinitesimally admissible category C with the smooth splitting
property is called admissible.

18.10. Regularity. From now on we assume that C is an admissible category.
A family of C-morphisms f : M → C(A,B) parameterized by a manifold M is
said to be smoothly parameterized, if the map M×mA→ mB, (u, x) 7→ f(u)(x),
is smooth.

Definition. A bundle functor F : C → FM is called regular , if F transforms
every smoothly parameterized family of C-morphisms into a smoothly parame-
terized family of FM-morphisms.

18.11. Definition. A bundle functor F : C → FM is said to be of order r,
r ∈ N, if for any two locally defined C-morphisms f and g of A into B, the
equality jrxf = jrxg implies that the restrictions of Ff and Fg to the fiber FxA
of FA over x ∈ mA coincide.

18.12. Associated maps. An r-th order bundle functor F defines the so-called
associated maps

FA,B : Jr(A,B)×mA FA→ FB, (jrxf, y) 7→ Ff(y)
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where the fibered product is constructed with respect to the source projection
Jr(A,B)→ mA.

Proposition. The associated maps of an r-th order bundle functor F on an
admissible category C are smooth if and only if F is regular.

Proof. By locality, it suffices to discuss

FCα,Cβ : Jr(Cα, Cβ)×mCα FCα → FCβ .

Consider a smooth curve (γ(t), δ(t)) on Jr(Cα, Cβ)×mCαFCα, so that pCαδ(t) =
c(t), where c(t) is the source of r-jet γ(t). Since C has the smooth splitting
property, there exists a smooth map Γ: R × mCα → mCβ such that γ(t) =
jrc(t)Γ(t, ). The regularity of F implies ε(t) := F (Γ(t, ))(δ(t)) is a smooth curve
on FCβ . By the definition of the associated map, it holds FCα,Cβ (γ(t), δ(t)) =
ε(t). Hence FCα,Cβ transforms smooth curves into smooth curves. Now, we can
use the following theorem due to [Boman, 67]

A mapping f : Rm → R
n is smooth if and only if for every smooth curve

c : R→ R
m the composition f ◦ c is smooth.

Then we conclude FCα,Cβ is a smooth map. The other implication is obvi-
ous. �

18.13. The induced action. Consider an r-th order regular bundle functor
F on an admissible category C. The fibers Sα = F0αCα, α ∈ I, will be called the
standard fibers of F . Write Fαβ for the restriction of FCα,Cβ to Cr(α, β)×Sα →
Sβ . In the following definition we consider an arbitrary system (Sα), α ∈ I, of
manifolds with indices from the type set of C.
Definition. A smooth action of Cr on a system (Sα), α ∈ I, of manifolds is a
system ϕαβ : Cr(α, β)× Sα → Sβ of smooth maps satisfying

ϕβγ(b, ϕαβ(a, s)) = ϕαγ(b ◦ a, s)
for all α, β, γ ∈ I, a ∈ Cr(α, β), b ∈ Cr(β, γ), s ∈ Sα.

By proposition 18.12, Fαβ are smooth maps so that they form a smooth action
of Cr on the system of standard fibers.

18.14. Theorem. There is a canonical bijection between the regular r-th order
bundle functors on C and the smooth actions of the r-th order skeleton of C.
Proof. For every regular r-th order bundle functor F on C, Fαβ is a smooth
action of Cr on (F0αCα), α ∈ I. Conversely, let (ϕαβ) be a smooth action of
Cr on a system of manifolds (Sα), α ∈ I. The inclusion Grα ↪→ Cr(α, α) gives a
smooth left action of Grα on Sα. For a C-object A of type α we define GA to be
the fiber bundle associated to P rA with standard fiber Sα. For a C-morphism
f : A→ B we define Gf : GA→ GB by

Gf({u, s}) = {v, ϕαβ(v−1 ◦ jrxf ◦ u, s)}
x ∈ mA, u ∈ P rxA, v ∈ P rf(x)B, s ∈ Sα. One verifies easily that G is a well-
defined regular r-th order bundle functor on C, cf. 14.22. Clearly, if we apply
the latter construction to the action Fαβ , we get a bundle functor naturally
equivalent to the original functor F . �
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18.15. Natural transformations. Given two bundle functors F , G : C →
FM, by a natural transformation T : F → G we shall mean a system of base-
preserving morphisms TA : FA→ GA, A ∈ ObC, satisfying Gf ◦ TA = TB ◦ Ff
for every C-morphism f : A→ B. (We remark that for a large class of admissi-
ble categories every natural transformation between any two bundle functors is
formed by base-preserving morphisms, see 14.11.)

Given two smooth actions (ϕαβ , Sα) and (ψαβ , Zα), a Cr-map

τ : (ϕαβ , Sα)→ (ψαβ , Zα)

is a system of smooth maps τα : Sα → Zα, α ∈ I, satisfying

τβ(ϕαβ(a, s)) = ψαβ(a, τα(s))

for all s ∈ Sα, a ∈ Cr(α, β).

Theorem. Natural transformations F → G between two r-th order regular
bundle functors on C are in a canonical bijection with the Cr-maps between the
corresponding actions of Cr.

Proof. Given T : F → G, we define τα : F0αCα → G0αCα by τα(s) = TCα(s).
One verifies directly that (τα) is a Cr-map (Fαβ , F0αCα)→ (Gαβ , G0αCα). Con-
versely, let (τα) : (ϕαβ , Sα) → (ψαβ , Zα) be a Cr-map between two smooth ac-
tions of Cr. Then the induced bundle functors transform A ∈ ObC of type α into
the fiber bundle associated with P rA with standard fibers Sα and Zα and we
define TA = (idP rA, τα). One verifies easily that T is a natural transformation
between the induced bundle functors. �

18.16. Morphism operators. We are going to generalize the concept of nat-
ural operator from 14.15 in the following three directions: 1. We replace the
category Mfm by an admissible category C over manifolds. 2. We consider the
operators defined on morphisms of fibered manifolds. 3. We study an operator
defined on some morphisms only, not on all of them. We start with the general
concept of a morphism operator.

If Y1 →M and Y2 →M are two fibered manifolds, we denote by C∞M (Y1, Y2)
the space of all base-preserving morphisms Y1 → Y2. Given another pair Z1 →
M and Z2 →M of fibered manifolds, a morphism operator D is a map D : E ⊂
C∞M (Y1, Y2)→ C∞M (Z1, Z2). In the case Z1 is a fibered manifold over Y1, i.e. we
have a surjective submersion q : Z1 → Y1, we also say that D is a base extending
operator.

In general, if we have four manifolds N1, N2, N3, N4, a map π : N3 → N1 and
a subset E ⊂ C∞(N1, N2), an operator A : E → C∞(N3, N4) is called π-local,
if the value As(x) depends only on the germ of s at π(x) for all s ∈ E, x ∈ N3.
Such an operator is said to be of order k, 0 ≤ k ≤ ∞, if jkπ(x)s1 = jkπ(x)s2 implies
As1(x) = As2(x) for all s1, s2 ∈ E, x ∈ N3. We call A regular if smoothly pa-
rameterized families in E are transformed into smoothly parameterized families
in C∞(N3, N4).
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Assume we have a surjective submersion q : Z1 → Y1. Then we have defined
both local and k-th order operators C∞M (Y1, Y2) → C∞M (Z1, Z2) with respect to
q. Such a k-th order operator D determines the associated map

(1) D : JkM (Y1, Y2)×Y1 Z1 → Z2, (jky s, z) 7→ Ds(z), y = q(z),

where JkM (Y1, Y2) means the space of all k-jets of the maps of C∞M (Y1, Y2). If
D is regular, then D is smooth. Conversely, every smooth map (1) defines a
regular operator C∞M (Y1, Y2) → C∞M (Z1, Z2), s 7→ D((jks) ◦ q, ) : Z1 → Z2,
s ∈ C∞M (Y1, Y2).

18.17. Natural morphism operators. Let F1, F2, G1, G2 be bundle functors
on an admissible category C. A natural operator D : (F1, F2)  (G1, G2) is a
system of regular operators DA : C∞mA(F1A,F2A)→ C∞mA(G1A,G2A), A ∈ ObC,
such that for all s1 ∈ C∞mA(F1A,F2A), s2 ∈ C∞mB(F1B,F2B) and f ∈ C(A,B)
the right-hand diagram commutes whenever the left-hand one does.

F2A

u
F2f

F1Au s1

u
F1f

G1A wDAs1

u
G1f

G2A

u
G2f

F2B F1Bu s2 G1B wDBs2 G2B

This implies the localization property

DL(A,U)(s|(pF1)−1(U)) = (DAs)|(pG1)−1(U)

for every A ∈ ObC and every open subset U ⊂ mA. If q : G1 → F1 is a natural
transformation formed by surjective submersions qA and if all operators DA are
qA-local, then we say that D is q-local.

In the special case F1 = m we have C∞mA(mA,F2A) = C∞(F2A), so that DA

transforms sections of F2A into base-preserving morphisms G1A→ G2A; in this
case we write D : F2  (G1, G2). Then D is always pG1-local by definition. If
we have a natural surjective submersion qM : G2M → G1M and we require the
values of operator D to be sections of q, we write D : (F1, F2)  (G2 → G1)
and D : F2  (G2 → G1) in the special case F1 = m. In particular, if G2 is
of the form G2 = H ◦ G1, where H is a bundle functor on a suitable category,
and q = pH is the bundle projection of H, we write D : (F1, F2)  HG1 and
D : F2  HG1 for F1 = m. In the case F1 = m = G1, we have an operator
D : F2  G2 transforming sections of F2A into sections of G2A for all A ∈ ObC.
The classical natural operators from 14.15 correspond to the case C =Mfm.

Example 1. The tangent functor T is defined on the whole categoryMf . The
Lie bracket of vector fields is a natural operator [ , ] : T ⊕ T  T , see 3.10 for
the verification. Let us remark that the naturality of the bracket with respect to
local diffeomorphisms follows directly from the fact that its definition does not
depend on any coordinate construction.

Example 2. Let F be a natural bundle over m-manifolds and X be a vector
field on an m-manifold M . If we apply F to the flow of X, we obtain the flow
of a vector field FMX on FM . This defines a natural operator F : T  TF .
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18.18. Natural domains. This concept reflects the situation when the oper-
ators are defined on some morphisms only.

Definition. A system of subsets EA ⊂ C∞mA(F1A,F2A), A ∈ ObC, is called a
natural domain, if

(i) the restriction of every s ∈ EA to L(A,U) belongs to EL(A,U) for every
open subset U ⊂ mA,

(ii) for every C-isomorphism f : A→ B it holds f∗(EA) = EB , where f∗(s) =
F2f ◦ s ◦ (F1f)−1, s ∈ EA.

If we replace C∞mA(F1A,F2A) by a natural domain EA in 18.17, we obtain the
definition of a natural operator E  (G1, G2).

Example 1. For every admissible category m : C →Mf we define the C-fields
on the C-objects as those vector fields on the underlying manifolds, the flows
of which are formed by local C-morphisms. For every regular bundle functor
on C there is the flow operator F : T  TF defined on all C-fields. Indeed,
if we apply F to the flow of a C-field X ∈ X(mA), we get a flow of a vector
field FX on FA. The naturality of F follows from 3.14. In particular, if C is
the category of symplectic 2m-dimensional manifolds, then the C-fields are the
locally Hamiltonian vector fields. For the category C of Riemannian manifolds
and isometries, the C-fields are the Killing vector fields. If C = FM, we obtain
the projectable vector fields.

Example 2. The Frölicher-Nijenhuis bracket is a natural operator [ , ] : T ⊗
ΛkT ∗ ⊕ T ⊗ ΛlT ∗ → T ⊗ Λk+lT ∗ with respect to local diffeomorphisms by the
definition. The functors in question do not act on the whole category Mf .
However, we have proved more than this naturality in section 8. Let us consider
EkM = Ωk(M ;TM) ⊂ C∞M (⊕kTM,TM). Then we can view the bracket as
an operator [ , ] : (⊕kT ⊕ ⊕lT, T ⊕ T )  (⊕k+lT, T ) with the natural domain
(EM = EkM×ElM )M∈ObMf and its naturality follows from 8.15. We remark that
even the Schouten-Nijenhuis bracket satisfies such a kind of naturality, [Michor,
87b].

18.19. To deduce a result analogous to 14.17 for natural morphism operators,
we shall assume that all C-objects are of the same type and all C-morphisms
are local isomorphisms. Hence the r-th order skeleton of C is one Lie group
Gr ⊂ Grm, where m is the dimension of the only object C of a local skeleton of
C.

Consider four bundle functors F1, F2, G1, G2 on C and a q-local natural
operator D : (F1, F2) (G1, G2). Then the rule

A 7→ JkmA(F1A,F2A)×F1A G1A =: HA

with its canonical extension to the C-morphisms defines a bundle functor H on
C. Using 18.16.(1), we deduce quite similarly to 14.15 the following assertion

Proposition. k-th order natural operators D : (F1, F2)  (G1, G2) are in bi-
jection with the natural transformations H → G2. �

By 18.15, these natural transformations are in bijective correspondence with
the Gs-equivariant maps H0 → (G2)0 between the standard fibers, where s is
the maximum of the orders of G2 and H.
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If we pose some additional natural conditions on such an operator D, they
are reflected directly in our model. For example, in the case F1 = m assume
we have a natural surjective submersion p : G2 → G1 and require every DAs
to be a section of pA. Then the k-order operators of this type are in bijection
with the Gs-maps f : (JkF2)0 × (G1)0 → (G2)0 satisfying p0 ◦ f = pr2, where
p0 : (G2)0 → (G1)0 is the map induced by p.

18.20. We are going to extend 18.19 to the case of a natural domain E ⊂
(F1, F2). Such a domain will be called k-admissible, if

(i) the space EkA ⊂ JkmA(F1A,F2A) of all k-jets of the maps from EA is a
fibered submanifold of JkmA(F1A,F2A)→ F1A,

(ii) for every smooth curve γ(t) : R → EkC there is a smoothly parametrized
family st ∈ EC such that γ(t) = jkc(t)st, where c(t) is the source of γ(t).

The second condition has a similar technical character as the smooth splitting
property in 18.9.

Then the rule
A 7→ EkA ×F1A G1A =: HA

with its canonical extension to the C-morphisms defines a bundle functor H on
C. Analogously to 18.19 we deduce

Proposition. If E is a k-admissible natural domain, then k-th order natural
operators E  (G1, G2) are in bijection with the natural transformations H →
G2.

19. Peetre-like theorems

We first present the well known Peetre theorem on the finiteness of the order
of linear support non-increasing operators. After sketching a non-traditional
proof of this theorem, we discuss the way to its generalization and the most of
this section is occupied by the proof and corollaries of a nonlinear version of the
Peetre theorem formulated in 19.7.

19.1. Let us recall that the support supps of a section s : M → L of a vector
bundle L over M is the closure of the set {x ∈ M ; s(x) 6= 0} and for every op-
erator D : C∞(L1) → C∞(L2) support non-increasing means suppDs ⊂ supp s
for all sections s ∈ C∞(L1) .

Theorem, [Peetre, 60]. Consider vector bundles L1 → M and L2 → M over
the same base M and a linear support non-increasing operator D : C∞(L1) →
C∞(L2). Then for every compact set K ⊂ M there is a natural number r such
that for all sections s1, s2 ∈ C∞(L1) and every point x ∈ K the condition
jrs1(x) = jrs2(x) implies Ds1(x) = Ds2(x).

Briefly, for any compact set K ⊂M , D is a differential operator of some finite
order r on K.

We shall see later that the theorem follows easily from more general results.
However the following direct (but rather sketched) proof based on lemma 19.2.
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contains the basic ideas of the forthcoming generalization. By the standard
compactness argument, we may restrict ourselves to M = R

m, L1 = R
m × Rn,

L2 = R
m ×Rp and to view D as a linear map D : C∞(Rm,Rn)→ C∞(Rm,Rp).

19.2. Lemma. Let D : C∞(Rm,Rn)→ C∞(Rm,Rp) be a support non increas-
ing linear operator. Then for every point x ∈ Rm and every real constant C > 0,
there is a neighborhood V of x and an order r ∈ N, such that for all y ∈ V \{x},
s ∈ C∞(Rm,Rn) the condition jrs(y) = 0 implies |Ds(y)| ≤ C.

Proof. Let us assume the lemma is not true for some x and C. Then we can
construct sequences sk ∈ C∞(Rm,Rn) and xk → x, xk 6= x with jksk(xk) = 0
and |Dsk(xk)| > C and we can even require |xk − xj | ≥ 4|xk − x| for all k > j.
Further, let us choose maps qk ∈ C∞(Rm,Rn) in such a way that qk(y) = 0 for
|y− xk| > 1

2 |xk − x|, germ sk(xk) = germ qk(xk), and maxy∈Rm |∂αqk(y)| ≤ 2−k,
0 ≤ |α| ≤ k. This is possible since jksk(xk) = 0 for all k ∈ N and we shall not
verify this in detail. Now one can show that the map

q(y) :=
∑∞
k=0 q2k(y), y ∈ Rm,

is well defined and smooth (note that the supports of the maps qk are disjoint). It
holds germ q(x2k) = germ s2k(x2k) and germ q(x2k+1) = 0. Since the operator D
is support non-increasing and linear, its values depend on germs only. Therefore

|Dq(x2k+1)| = 0 and |Dq(x2k)| = |Ds2k(x2k)| > C > 0

which is a contradiction with xk → x and Dq ∈ C∞(Rm,Rp). �

Proof of theorem 19.1. Given a compact subset K we choose C = 1 and apply
lemma 19.2. We get an open cover of K by neighborhoods Vx, x ∈ K, so we can
choose a finite cover Vx1 , . . . , Vxk . Let r be the maximum of the corresponding
orders. Then the condition jrs(x) = 0 implies |Ds(x)| ≤ 1 for all x ∈ K,
s ∈ C∞(Rm,Rn), with a possible exception of points x1, . . . , xk ∈ K. But if
|Ds(x)| = ε > 0, then |D( 2

εs)(x)| = 2. Hence for all x ∈ K \ {x1, . . . , xk},
Ds(x) = 0 whenever jrs(x) = 0. The linearity expressed in local coordinates
implies, that this is true for the points x1, . . . , xk as well. �

If we look carefully at the proof of lemma 19.2, we see that the result does
not essentially depend on the linearity of the operator. Dealing with a nonlinear
operator, the assertion can be formulated as follows. For all sections s, q, each
point x and real constant ε > 0, there is a neighborhood V of the point x and
an order r ∈ N such that the values Dq(y) and Ds(y) do not differ more then
by ε for all y ∈ V \ {x} with jrq(y) = jrs(y). At the same time, there are two
essential assumptions in the proof only. First, the operator D depends on germs,
and second, the domain of D is the whole C∞(Rm,Rn). Moreover, let us note
that we have used only the continuity of the values in the proof of 19.2. But the
next example shows, that having no additional assumptions on the values of the
operators, there is no reason for any finiteness of the order.
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19.3. Example. We define an operator D : C∞(R,R) → C0(R,R). For all
f ∈ C∞(R,R) we put

Df(x) =
∞∑
k=0

2−k
(

arctg ◦d
kf

dxk
(x)
)
, x ∈ R.

The value Df(x) depends essentially on j∞f(x).
That is why in the rest of this section we shall deal with operators with smooth

values, only. The technique used in 19.2 can be applied to more general types of
operators. We will study the π-local operators D : E ⊂ C∞(X,Y )→ C∞(Z,W )
with a continuous map π : Z → X, see 18.19 for the definition.

In the nonlinear case we need a general tool for extending a sequence of germs
of sections to one globally defined section. In our considerations, this role will
be played by the Whitney extension theorem:

19.4. Theorem. Let K ⊂ R
m be a compact set and let fα be continuous

functions defined on K for all multi-indices α, 0 ≤ |α| < ∞. There exists a
function f ∈ C∞(Rm) satisfying ∂αf |K = fα for all α if and only if for every
natural number m

(1) fα(b) =
∑
|β|≤m

1
β!fα+β(a)(b− a)β + o (|b− a|m)

holds uniformly for |b− a| → 0, b, a ∈ K.

Let us recall that f(x) = o(|x|m) means limx→0 f(x)x−m = 0.
The proof is rather complicated and technical and can be found in [Whitney,

34], [Malgrange, 66] or [Tougeron, 72]. If K is a one-point set, we obtain the
classical Borel theorem. We shall work with a special case of this theorem where
the compact set K consists of a convergent sequence of points in Rm. Therefore
we shall use the following assumptions on the domains of the operators.

19.5. Definition. A subset E ⊂ C∞(X,Y ) is said to be Whitney-extendible, or
briefly W-extendible, if for every map f ∈ C∞(X,Y ), every convergent sequence
xk → x in X and each sequence fk ∈ E and f0 ∈ E, satisfying germ f(xk) =
germ fk(xk), k ∈ N, j∞f0(x) = j∞f(x), there exists a map g ∈ E and a natural
number k0 satisfying germ g(xk) = germ fk(xk) for all k ≥ k0.

19.6. Examples.
1. By definition E = C∞(X,Y ) is Whitney-extendible.
2. Let E ⊂ C∞(Rm,Rm) be the subset of all local diffeomorphisms. Then E

is W-extendible. Indeed, we need to join given germs on some neighborhood of x
only, but the original map f itself has to be a local diffeomorphism around x, for
j∞f(x) = j∞f0(x) and every germ of a locally defined diffeomorphism on Rm

is a germ of a globally defined local diffeomorphism. So every bundle functor F
onMfm defines a map F : E → C∞(FRm, FRm) which is a pRm -local operator
with W-extendible domain.

3. Consider a fibered manifold p : Y →M . The set of all sections E = C∞(Y )
is W-extendible. Indeed, since we require the extension of given germs on an
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arbitrary neighborhood of the limit point x only, we may restrict ourselves to a
local chart Rm × Rn ↪→ Y . Now, we can work with the coordinate expressions
of the given germs of sections, i.e. with germs of functions. The existence of the
‘extension’ f of given germs implies that the germs of coordinate functions satisfy
condition 19.4.(1), and so there are functions joining these germs. But these
functions represent a coordinate expression of the required section. Therefore
the operators dealt with in 19.1 are idM -local linear operators with W-extendible
domains.

19.7. Nonlinear Peetre theorem. Now we can formulate the main result of
this section. The last technical assumption is that for our π-local operators, the
map π should be locally non-constant, i.e. there are at least two different points
in the image π(U) of any open set U .

Theorem. Let π : Z → R
m be a locally non-constant continuous map and

let D : E ⊂ C∞(Rm,Rn) → C∞(Z,W ) be a π-local operator with a Whitney-
extendible domain. Then for every fixed map f ∈ E and for every compact subset
K ⊂ Z there exist a natural number r and a smooth function ε : π(K)→ R which
is strictly positive, with a possible exception of a finite set of points in π(K),
such that the following statement holds.

For every point z ∈ K and all maps g1, g2 ∈ E satisfying |∂α(gi−f)(π(z))| ≤
ε(π(z)), i = 1, 2, 0 ≤ |α| ≤ r, the condition

jrg1(π(z)) = jrg2(π(z))

implies

Dg1(z) = Dg2(z).

Before going into details of the proof, we present some remarks and corollaries.

19.8. Corollary. Let X, Y , Z, W be manifolds, π : Z → X a locally non-
constant continuous map and let D : E ⊂ C∞(X,Y )→ C∞(Z,W ) be a π-local
operator with Whitney-extendible domain. Then for every fixed map f ∈ E and
for every compact set K ⊂ Z, there exists r ∈ N such that for every x ∈ π(K),
g ∈ E the condition jrf(x) = jrg(x) implies

Df |(π−1(x) ∩K) = Dg|(π−1(x) ∩K).

19.9. Multilinear version of Peetre theorem. Let us note that the classical
Peetre theorem 19.1 follows easily from 19.8. Indeed, idM -locality is equivalent to
the condition on supports in 19.1, the sections of a fibration form a W-extendible
domain (see 19.6), so we can apply 19.8 to the zero section of the vector bundle
L1 →M . Hence for every compact set K ⊂M there is an order r ∈ N such that
Ds(x) = 0 whenever jrs(x) = 0, x ∈ K, s ∈ C∞(L), and the classical Peetre
theorem follows.

But applying the full formulation of theorem 19.7, we can prove in a similar
way a ‘multilinear base-extending’ Peetre theorem.
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Theorem. Let L1, . . . , Lk be vector bundles over the same base M , L → N
be another vector bundle and let π : N → M be continuous and locally non-
constant. If D : C∞(L1)×· · ·×C∞(Lk)→ C∞(L) is a k-linear π-local operator,
then for every compact set K ⊂ N there is a natural number r such that for every
x ∈ π(K) and all sections s, q ∈ C∞(L1⊕· · ·⊕Lk) the condition jrs(x) = jrq(x)
implies

Ds|(π−1(x) ∩K) = Dq|(π−1(x) ∩K).

Proof. We may assume Li = R
m × Rni , i = 1, . . . , k. Then all assumptions

of 19.7 are satisfied and so, chosen a compact set K ⊂ N and the zero section
of L1 ⊕ · · · ⊕ Lk, we get some order r and a function ε : π(K) → R. Consider
arbitrary sections q, s ∈ C∞(L1 ⊕ · · · ⊕ Lk) and a point x ∈ π(K), ε(x) > 0.
Using multiplication of sections by positive real constants, we can arrange that
all their derivatives up to order r at the point x are less then ε(x). Hence if
jrq(x) = jrs(x), then for a suitable c > 0, c ∈ R, it holds

ck ·Ds(z) = D(c · s)(z) = D(c · q)(z) = ck ·Dq(z)

for all z ∈ K ∩ π−1(x). According to 19.7, the function ε can be chosen in such
a way that the set {x ∈ π(K); ε(x) = 0} is discrete. So the theorem follows from
the multilinearity of the operator and the continuity of its values, what is easily
checked looking at the coordinate description of the multilinear operators. �

19.10. One could certainly replace the Whitney extendibility by some other
property, but this cannot be completely omitted. To see this, consider the opera-
tor constructed in 19.3 and let us restrict its domain to the subset E ⊂ C∞(R,R)
of all polynomials. We get an operator D : E → C∞(R,R) essentially depending
on infinite jets. Also the requirement on π is essential because dropping it, any
action of the group of germs of maps f : (Rm, 0)→ (Rm, 0) on a manifold should
factorize to an action of some jet group Grm.

Let us notice that the assertion of our theorem is near to local finiteness of the
order with respect to the topology on Z and to the compact open C∞-topology
on C∞(Rm,Rn), see e.g. [Hirsch, 76] for definition. It would be sufficient if we
might always choose a strictly positive function ε : π(K)→ R in the conclusion
of the theorem. However, example 19.15 shows that this need not be possible in
general. On the other hand, if we add a suitable regularity condition, then the
mentioned local finiteness can be proved. Regularity will mean that smoothly
parameterized families of maps in the domain are transformed into smoothly
parameterized families. The idea of the proof is to define a new operator D̃
with domain Ẽ formed by all one-parameter families of maps, then to perform
a similar construction as in the proof of 19.7 and to apply theorem 19.7 to D̃ to
get a contradiction, see [Slovák, 88]. Therefore, beside the regularity, we need
that Ẽ is also W-extendible. This is not obvious in general, but it is evident if
E consists of all sections of a fibration. Since we shall mostly deal with regular
operators defined on all sections of a fibration, we present the full formulation.
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Theorem. Let Z, W be manifolds, Y → X a fibration, π : Z → X a locally
non-constant map and let D : E = C∞(Y → X) → C∞(Z,W ) be a regular
π-local operator. Then for every fixed map f ∈ E and for every compact set
K ⊂ Z, there exist an order r ∈ N and a neighborhood V of f in the compact
open C∞-topology such that for every x ∈ π(K) and all g1, g2 ∈ V ∩ E the
condition

jrg1(x) = jrg2(x)

implies
Dg1|(π−1(x) ∩K) = Dg2|(π−1(x) ∩K).

Similar, but essentially weaker, results can also be deduced dealing with op-
erators with continuous values, see [Chrastina, 87], [Slovák, 87 b].

Let us pass to the proof of 19.7. In the sequel, we fix manifolds Z, W , a
locally non-constant continuous map π : Z → R

m, a Whitney-extendible subset
E ⊂ C∞(Rm,Rn) and a π-local operator D : E → C∞(Z,W ). The proof is
based on two lemmas.

19.11. Lemma. Let z0 ∈ Z be a point, x0 := π(z0), f ∈ E, and let us define
a function ε : Rm → R by ε(x) = exp(−|x − x0|−1) if x 6= x0 and ε(x0) = 0.
Then there is a neighborhood V of the point z0 ∈ Z and a natural number
r such that for every z ∈ V − π−1(x0) and all maps g1, g2 ∈ E satisfying
|∂α(gi − f)(π(z))| ≤ ε(π(z)), i = 1,2, 0 ≤ |α| ≤ r, the condition jrg1(π(z)) =
jrg2(π(z)) implies Dg1(z) = Dg2(z).

Proof. We assume the lemma does not hold and we shall find a contradiction.
If the assertion is not true, then we can construct sequences zk → z0 in Z,
xk := π(zk)→ x0 and maps fk, gk ∈ E satisfying for all k ∈ N

|∂α(fk − f)(xk)| ≤ ε(xk) for all 0 ≤ |α| ≤ k(1)

jkfk(xk) = jkgk(xk)(2)

Dfk(zk) 6= Dgk(zk).(3)

Since all xk are different from x0, by passing to subsequences we can assume

(4) |xk+1 − x0| <
1
4
|xk − x0|.

Let us fix Riemannian metrics ρZ or ρW on Z or W , respectively, and choose
further points z̄k ∈ Z, z̄k → z0, x̄k := π(z̄k) and neighborhoods Uk or Vk of xk
or x̄k, respectively, in such a way that for all k ∈ N the following six conditions
hold

|xk − x0| ≤ 2|a− b| for all a ∈ Uk ∪ Vk, b ∈ Uj ∪ Vj , k 6= j(5)

|∂α(fk − f)(a)| ≤ 2ε(xk) for all a ∈ Uk ∪ Vk, 0 ≤ |α| ≤ k(6)

|∂α(gk − f)(a)| ≤ 2ε(xk) for all a ∈ Uk ∪ Vk, 0 ≤ |α| ≤ k(7)

ρW (Dgk(zk), Dfk(z̄k)) ≥ kρZ(zk, z̄k)(8)
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and for all m, k ∈ N, and multi-indices α with |α|+ 2m ≤ k, a ∈ Uk, and b ∈ Vk
we require

1
|b− a|m

∣∣∣∣∣∣(
∑
|β|≤m

1
β!
∂α+βfk(b)(a− b)β

)
− ∂αgk(a)

∣∣∣∣∣∣ ≤ 1
k

(9)

1
|b− a|m

∣∣∣∣∣∣(
∑
|β|≤m

1
β!
∂α+βgk(a)(b− a)β

)
− ∂αfk(b)

∣∣∣∣∣∣ ≤ 1
k
.(10)

All these requirements can be satisfied. Indeed, the equalities (5), (6), (7) are
valid for all points a, b from some suitable neighborhoods Wk of the points xk.
By the Taylor formula, for any fixed k and |α| + m ≤ k, (2) implies ∂αgk(a) =
∂αfk(a) + o(|a − xk|m). Therefore, if we consider only points a, b ∈ Wk such
that

(11) |b− xk| ≤ 2|b− a|, |a− xk| ≤ 2|b− a|,

then under the condition |α| + 2m ≤ k we get ( note that o(|a − xk|m) or
o(|b− xk|m) now implies o(|a− b|m))∑

|β|≤m

1
β!
∂α+βfk(b)(a− b)β =

∑
|β|≤m

1
β!
∂α+βgk(b)(a− b)β + o(|a− b|m)

= ∂αgk(a) + o(|b− a|m)∑
|β|≤m

1
β!
∂α+βgk(a)(b− a)β =

∑
|β|≤m

1
β!
∂α+βfk(a)(b− a)β + o(|a− b|m)

= ∂αfk(b) + o(|b− a|m).

Hence also conditions (9), (10) are realizable if we take Uk, Vk in sufficiently small
neighborhoods Wk of xk in such a way that (11) holds for all a ∈ Uk, b ∈ Vk. By
virtue of (3), there are also neighborhoods of the points zk in Z ensuring (8).
Finally, we are able to choose appropriate points z̄k and neighborhoods Uk, Vk
using the fact that π is continuous and locally non-constant.

The aim of conditions (1), (4)–(7), (9), (10) is to guarantee the existence of
a map h ∈ C∞(Rm,Rn) satisfying

(12) germh(xk) = germ gk(xk) and germh(x̄k) = germ fk(x̄k).

Then, by virtue of our requirements on E, we may assume h ∈ E, provided we
use (12) for large indices k, only. But applying D to h, the π-locality and (8)
imply

ρW (Dh(zk), Dh(z̄k)) ≥ kρZ(zk, z̄k)

for large k’s, and this is a contradiction with Dh ∈ C∞(Z,W ) and (zk, z̄k) →
(z0, z0).
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So it remains to verify condition 19.4.(1) in the Whitney extension theorem
with K =

⋃
k(Ūk ∪ V̄k) ∪ {x0} and fα(x) = ∂αgk(x) if x ∈ Ūk, fα(x) = ∂αfk(x)

if x ∈ V̄k and fα(x0) = ∂αf(x0). This follows by our construction for all couples
(a, b) ∈

⋃
k(Ūk × V̄k), see (9), (10). In all other cases and for all m ∈ N we have

to use (6) and (7), (5), the Taylor formula, (6) and (7), and (5) to get∑
|β|≤m

1
β!fα+β(a)(b− a)β =

∑
|β|≤m

1
β!

(
∂α+βf(a) + o(|xk(a) − x0|m)

)
(b− a)β

=
∑
|β|≤m

1
β!∂

α+βf(a)(b− a)β + o(|b− a|m)

= ∂αf(b) + o(|b− a|m)

= fα(b) + o(|xk(b) − x0|m) + o(|b− a|m)

= fα(b) + o(|b− a|m). �

19.12. Lemma. Let z0 ∈ Z be a point, x = π(z0) and f ∈ E. Then there is
a neighborhood V of z0 in π−1(x) and a natural number r such that for every
z ∈ V and all maps g ∈ E the condition jrg(x) = jrf(x) implies Dg(z) = Df(z).

Proof. The proof is quite similar to that of 19.11, but we first have to prove the
dependence on infinite jets. Consider g1, g2 ∈ E with j∞g1(x) = j∞g2(x) and
a point y ∈ π−1(x). Let us choose a sequence yk → y in Z, π(yk) =: xk 6= x
and neighborhoods Uk of xk satisfying |a− x| ≥ 2|a− b| for all a ∈ Uk, b ∈ Uj ,
k 6= j. Using the Whitney extension theorem 19.4, the Taylor formula, and our
assumptions on E we find a map h ∈ E satisfying for all large k’s

germh(x2k) = germ g1(x2k) and germh(x2k+1) = germ g2(x2k+1).

This implies Dh(y2k) = Dg1(y2k), Dh(y2k+1) = Dg2(y2k+1) and consequently
Dg1(y) = Dg2(y).

Now, we assume the assertion of the lemma is not true. So we can construct
a sequence zk → z0, π(zk) = x and maps gk ∈ E satisfying for all k ∈ N

jkf(x) = jkgk(x)(1)

Dgk(zk) 6= Df(zk).(2)

We choose further points z̄k → z0 in Z, x̄k := π(z̄k), x̄k 6= x, and neighborhoods
Vk of x̄k in such a way that

ρW (Dgk(z̄k), Df(zk)) ≥ kρZ(z̄k, zk) for all k ∈ N(3)

|a− x| ≥ 2|a− b| for all a ∈ Vk, b ∈ Vj , k 6= j(4)

|∂α(gk − f)(a)|
|a− x|m

≤ 1
k

for all a ∈ Vk, |α|+m ≤ k.(5)

This is possible by virtue of (1), (2) and the Taylor formula analogously to 19.11.
Finally, using (4), (5), the Whitney extension theorem and our assumptions, we
get a map h ∈ E satisfying

germh(x̄k) = germ gk(x̄k) and j∞h(x) = j∞f(x)
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for large k’s. Hence (3) and the first part of this proof imply

ρW (Dh(z̄k), Dh(zk)) = ρW (Dgk(z̄k), Df(zk)) ≥ kρZ(z̄k, zk)

which is a contradiction with Dh ∈ C∞(Z,W ). �

Proof of theorem 19.7. According to lemmas 19.11 and 19.12, for every point
z ∈ K we find a neighborhood Vz of z, an order rz and a smooth function
εz : π(Vz) → R which is strictly positive with a possible exception of the point
π(z), such that the conclusion of 19.7 is true for these data. The proof is then
completed by the standard compactness argument. �

19.13. Let us note that our definition of Whitney-extendibility was not fully
exploited in the proof of lemma 19.12. Namely, we dealt with ‘fast converging’
sequences only. However, we might be unable to verify the W-extendibility for
certain domains E ⊂ C∞(X,Y ) while the proof of lemma 19.12 might still go
through. So we find it profitable to present explicit formulations. For technical
reasons, we consider the case X = R

m.

Definition. A subset E ⊂ C∞(Rm, Y ) is said to be almost Whitney-extendible
if for every map f ∈ C∞(Rm, Y ), sequence fk ∈ E, f0 ∈ E and every convergent
sequence xk → x satisfying for all k ∈ N, |xk − x| ≥ 2|xk+1 − x|, germ f(xk) =
germ fk(xk), j∞f(x) = j∞f0(x), there is a map g ∈ E and a natural number k0

satisfying germ g(xk) = germ fk(xk) for all k ≥ k0.

19.14. Proposition. Let π : Z → R
m be a locally non-constant continuous

map, E ⊂ C∞(Rm, Y ) be an almost Whitney-extendible subset and let D : E →
C∞(Z,W ) be a π-local operator. Then for every fixed map f ∈ E, point x ∈ Rm,
and for every compact subset K ⊂ π−1(x), there exists a natural number r such
that for all maps g ∈ E the condition jrg(x) = jrf(x) implies Dg|K = Df |K.

Proof. The proposition is implied by lemma 19.12 and by the standard com-
pactness argument. �

At the end of this section, we present an example showing that the results in
19.7 are the best possible ones in our general setting.

19.15. Example. We shall construct a simple idR-local operator

D : C∞(R,R)→ C∞(R,R)

such that if we take f = idR, then for any order r and any compact neighborhood
K of 0 ∈ R, every function ε : R→ R from 19.7 satisfies ε(0) = 0.

Let g : R2 → R be a function with the following three properties
(1) g is smooth in all points x ∈ R2 \ {(0, 1)}
(2) lim supx→1 g(0, x) =∞
(3) g is identically zero on the closed unit discs centered in (−1, 1) and (1, 1).

Further, let a : R2 → R be a smooth function satisfying a(t, x) 6= 0 if and only if
|x| > t > 0.
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Given f ∈ C∞(R,R), x ∈ R, we define

Df(x) =
∞∑
k=0

((
(a(k,−) ◦ g ◦ (f × df

dx
)(x)

)
dkf

dxk
(x)
)
.

The sum is locally finite if g ◦ (f × df
dx ) is locally bounded. Hence Df is well

defined and smooth if g ◦ (f × df
dx ) is smooth. The only difficulty may happen if

we deal with some f ∈ C∞(R,R) and x ∈ R with f(x) = 0, df
dx (x) = 1. However,

in this case it holds

lim
y→x

df
dx (y)− 1
f(y)

=
d2f

dx2
(x)

and the property (3) of g implies g ◦ (f × df
dx ) = 0 on some neighborhood of x.

On the other hand, for f = idR, arbitrary ε > 0 and order r ∈ N, there are
functions h1, h2 ∈ C∞(R,R) such that jrh1(0) = jrh2(0), | d

k

dxk
(h1− idR)(0)| < ε

for all 0 ≤ k ≤ r, and Dh1(0) 6= Dh2(0). This is caused by property (2) of g.

20. The regularity of bundle functors

20.1. Definition. A category C over manifolds is called locally flat if C admits
a local pointed skeleton (Cα, 0α) where each C-object Cα is over some Rm(α) and
if all translations tx on Rm(α) are C-morphisms.

Each local pointed skeleton of a locally flat category will be assumed to have
this property.

Every bundle functor F : C →Mf on a locally flat category C determines the
induced action τ of the abelian subgroup Rm(α) ⊂ C(Cα, Cα) on the manifold
FCα, τx = F (tx). In section 14 we used this action and the regularity of the
natural bundles to find canonical diffeomorphisms FRm ∼= R

m × p−1
Rm

(0). The
same consideration applies also in our general case, but we have first to prove
the smoothness of τ . The most difficult and rather technical job is to prove that
τ is continuous. Therefore we first formulate this result, then we deduce some of
its consequences including the regularity of bundle functors and only at the very
end of this section we present the proof consisting of several analytical lemmas.

20.2. Proposition. Let C be an admissible locally flat category over manifolds
with almost Whitney-extendible sets of morphisms and with the faithful functor
m : C → Mf . Let (Cα, 0α) be its local pointed skeleton. Let F : C → Mf be a
functor endowed with a natural transformation p : F → m such that the locality
condition 18.3.(i) holds. Then the induced actions of the abelian groups Rm(α)

on FCα are continuous.

The proof will be given in 20.9–20.12.

20.3. Theorem. Let C be an admissible locally flat category over manifolds
with almost Whitney-extendible sets of morphisms, (Cα, 0α) its local pointed
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skeleton, and m : C → Mf the faithful functor. Let F : C → Mf be a func-
tor endowed with a natural transformation p : F → m such that the locality
condition 18.3.(i) holds. Then there are canonical diffeomorphisms

(1) mCα × p−1
Cα

(0α) ∼= FCα, (x, z) 7→ Ftx(z)

and for every A ∈ ObC of type α the map pA : FA→ A is a locally trivial fiber
bundle with standard fiber p−1

Cα
(0α). In particular F is a bundle functor on C.

Proof. Let us fix a type α and write Rm for mCα. By proposition 20.2, the action
τ : Rm × FCα → FCα is a continuous action and each map τx : FCα → FCα is
a diffeomorphism. But then a general theorem, see 5.10, implies that this action
is smooth. It follows that for every z ∈ p−1

Cα
(0α) the map s : Rm → FCα, s(x) =

τx(z) is smooth and pCα ◦ s = idRm . Therefore pCα is a submersion and p−1
Cα

(0α)
is a manifold. Since both the maps (x, z) 7→ τ(x, z) and y 7→ τ(−pCα(y), y) are
smooth, (1) is a diffeomorphism. The rest of the theorem follows now from the
locality of functor F . �

20.4. Consider a bundle functor F on an admissible category C. Since for every
C-object A the action of C(A,A) on FA determined by F can be viewed as a
pA-local operator, a simple application of our results from section 19 will enable
us to get near to the finiteness of the order of bundle functors.

Consider a point x ∈ A and a compact set K ⊂ p−1
A (x) ⊂ FA. We define

QK := ∪f∈invC(A,A)Ff(K).

Lemma. If C(A,A) ⊂ C∞(mA,mA) is almost Whitney-extendible, then for
every compact K as above there is an order r ∈ N such that for all invertible
C-morphisms f , g and for every point y ∈ A the equality jryf = jryg implies

Ff |(QK ∩ p−1
A (y)) = Fg|(QK ∩ p−1

A (y)).

Proof. Let us fix the map idA ∈ C(A,A) and let us apply proposition 19.14 to
F : C(A,A)→ C∞(FA,FA), π = pA and K. We denote by r the resulting order.
For every z ∈ QK there are y ∈ K and g ∈ invC(A,A) with Fg(y) = z. Consider
f1, f2 ∈ invC(A,A) such that jrf1(π(z)) = jrf2(π(z)). Then jr(f1 ◦ g)(π(y)) =
jr(f2 ◦ g)(π(y)) and therefore jr(g−1 ◦ f−1

1 ◦ f2 ◦ g)(π(y)) = jridA(π(y)). Hence
Ff1(z) = Ff1 ◦ Fg(y) = Ff2 ◦ Fg(y) = Ff2(z). �

20.5. Theorem. Let C be an admissible locally flat category over manifolds
with almost Whitney-extendible sets of morphisms. If all C-morphisms are lo-
cally invertible, then every bundle functor F on C is regular.

Proof. Since all morphisms are locally invertible and the functors are local, we
may restrict ourselves to objects of one fixed type, say α. We shall write (C, 0) for
(Cα, 0α), mC = R

m, p = pC . Let us consider a smoothly parameterized family
gs ∈ C(C,C) with parameters in a manifold P . For any z ∈ FC, x = p(z),
f ∈ C(C,C) we have

(1) Ff(z) = τf(x) ◦ F (t−f(x) ◦ f ◦ tx) ◦ τ−x(z)
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and the mapping in the brackets transforms 0 into 0. Since τ is a smooth action
by theorem 20.3, the regularity will follow from (1) if we show that for families
with gs(0) = 0 the restrictions of Fgs to the standard fiber S = p−1(0) are
smoothly parameterized. Since the case m = 0 is trivial, we may assume m > 0.
By lemma 20.4 F is of order ∞. We first show that the induced action of the
group of infinite jets G∞α = invJ∞0 (C,C)0 on S is continuous with respect to the
inverse limit topology.

Consider converging sequences zn → z in S and j∞0 fn → j∞0 f0 in G∞α . We
shall show that any subsequence of Ffn(zn) contains a further subsequence con-
verging to the point Ff0(z). On replacing fn by fn ◦ f−1

0 , we may assume
f0 = idC . By passing to subsequences, we may assume that all absolute values
of the derivatives of (fn − idC) at 0 up to order 2n are less then e−n. Let us
choose positive reals εn < e−n in such a way that on the open balls B(0, εn)
centered at 0 with diameters εn all the derivatives in question vary at most by
e−n. Let xn := (2−n, 0, . . . , 0) ∈ Rm. By the Whitney extension theorem there
is a local diffeomorphism f : Rm → R

m such that

f |B(x2n+1, ε2n+1) = idC and f |B(x2n, ε2n) = tx2n ◦ f2n ◦ t−x2n

for large n’s. Since the sets of C-morphisms are almost Whitney extendible,
there is a C-morphism h satisfying the same equalities for large n’s. Now

τ−xn ◦ Fh ◦ τxn(zn) = Ffn(zn) if n is even

τ−xn ◦ Fh ◦ τxn(zn) = zn if n is odd.

Hence, by virtue of proposition 20.2, Ff2n(z2n) converges to z and we have
proved the continuity of the action of G∞α on S as required.

Now, let us choose a relatively compact open neighborhood V of z and define
QV := (∪f∈invC(C,C)Ff(V )) ∩ S. This is an open submanifold in S and the
functor F defines an action of the group G∞α on QV . According to lemma 20.4
this action factorizes to an action of a jet group Grα on QV which is continuous
by the above part of the proof. Hence this action has to be smooth for the reason
discussed in the proof of theorem 20.3 and since smoothness is a local property
and all C-morphisms are locally invertible this concludes the proof. �

20.6. Corollary. Every bundle functor on FMm,n is regular.

We can also deduce the regularity for bundle functors on FMm using theo-
rems 20.3 and 20.5.

20.7. Corollary. Every bundle functor on FMm is regular.

Proof. The system (Rm+n → R
m, 0), n ∈ N0, is a local pointed skeleton of

FMm. Every morphism f : Rm+n → R
m+k is locally of the form f = h ◦ g

where g = g0 × idRn : Rm+n → R
m+n and h is a morphism over identity on Rm

(g0 = f0, h1(x, y) = f1(f−1
0 (x), y)). So we can deal separately with this two

special types of morphisms.
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The restriction Fn of functor F to subcategory FMm,n is a regular bundle
functor according to 20.6 and the morphisms of the type g0× idRn are FMm,n-
morphisms.

Hence it remains to discuss the latter type of morphisms. We may restrict
ourselves to families hp : Rm+n → R

m+k parameterized by p ∈ Rq, for some
q ∈ N. Let us consider i : Rm+n → R

m+n ×Rq, (x, y) 7→ (x, y, 0), h : Rm+n+q →
R
m+k, h(−,−, p) = hp. Since all the maps hp are over the identity, h is a fibered

morphism. We have hp = h ◦ t(0,0,p) ◦ i, so that Fhp = Fh ◦ Ft(0,0,p) ◦ Fi.
According to theorem 20.3 Fhp is smoothly parameterized. �

20.8. Remarks. Since every bundle functor is completely determined by its
restriction to a local pointed skeleton, there must be a bijective correspondence
between bundle functors on categories with a common local pointed skeleton.
Hence, although the category FMm,0 does not coincide withMfm (in the former
category, there are coverings of m-dimensional manifolds), the bundle functors
on Mfm and FMm,0 are in fact the same ones. Analogously, the usual local
skeleton of FM0 coincides with that ofMf . So corollary 20.6 reproves the clas-
sical result on natural bundles due to [Epstein, Thurston, 79] while 20.7 implies
that every bundle functor defined on the whole category of manifolds is regular.
For the same reason our results also apply to the category of (m+n)-dimensional
manifolds with a foliation of codimension m and morphisms transforming leafs
into leafs.

The rest of this section is devoted to the proof of proposition 20.2. Let us fix
a bundle functor F on an admissible locally flat category C over manifolds with
almost W-extendible sets of morphisms and an object (Rm, 0) in a local pointed
skeleton. We shall briefly write p instead of pRm , τ for the action of Rm on FRm

and we denote by B(x, ε) the open ball {y ∈ Rm; |y − x| < ε} ⊂ Rm.
First the technique used in section 19 will help us to get a lemma that seems

to be near to the continuity of τ claimed in proposition 20.2. However, the
complete proof of 20.2 will require a lot of other analytical considerations.

20.9. Lemma. Let zi ∈ FRm, i = 1, 2,. . . , be a sequence of points converging
to z ∈ FRm such that p(zi) 6= p(z). Then there is a sequence of real constants
εi > 0 such that for any point a ∈ Rm and any neighborhood W of τa(z) the
inclusion τ(B(a, εi)× {zi}) ⊂W holds for all large i’s.

Proof. Let us assume that the lemma is not true for some sequence zi → z.
Then for any sequence εi of positive real numbers there are a point a ∈ Rm , a
neighborhood W of τa(z) and a sequence ai ∈ B(a, εi) such that τ(ai, zi) /∈ W
for an infinite set of indices i ∈ I0 ⊂ N. Let us denote xi := p(zi), x := p(z).
Passing to a further subset of indices we can arrange that 2|xi − xj | > |xi − x|
for all i, j ∈ I0, i 6= j. If we construct a smooth map f : Rm → R

m such that

(1) germ f(xi) = germ tai(xi)

for an infinite subset of indices i ∈ I ⊂ I0 and

(2) germ f(xj) = germ ta(xj)
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for an infinite subset of indices j ∈ J ⊂ I0, then using the almost W-extendibility
of C-morphisms we find some g ∈ C(Rm,Rm) satisfying Fg(zi) = Ftai(zi) =
τ(ai, zi) for large i ∈ I and Fg(zj) = τ(a, zj) for large j ∈ J . Hence F (t−a) ◦
Fg(zi) = τ(ai−a, zi) for large i ∈ I while F (t−a)◦Fg(zj) = zj for large j ∈ J and
this implies Fg(z) = τa(z) which is in contradiction with Fg(zi) = τ(ai, zi) /∈W
for large i ∈ I.

The existence of a smooth map f : Rm → R
m satisfying (1), (2) is ensured

by the Whitney extension theorem (see 19.4) if we choose the numbers εi small
enough. To see this, let us view (1) and (2) as a prescription of all derivatives
of f on some small neighborhoods of the points xi, i ∈ I0. Then the condition
19.4.(1) reads

lim
j,i→∞
j,i∈I

|ai − aj |
|xi − xj |k

→ 0, lim
i→∞
i∈I

|a− ai|
|xi − x|k

→ 0 lim
j,i→∞
i∈I,j∈J

|a− ai|
|xi − xj |k

→ 0

for all k ∈ N.
Let us choose 0 < εi < e−1/(|xi−x|). Now, if i < j then |ai − aj | < 2εi and

|xi − xj | > 1
2 |xi − x| and the first estimate follows. Analogously we get the

remaining ones. �

The next lemma is necessary to overcome difficulties with constant sequences
in FRm.

20.10. Lemma. Let zj ∈ FRm, j = 1, 2, . . . , be a sequence of points converg-
ing to z ∈ FRm. Then there is a sequence of points ai ∈ Rm, ai 6= 0, i = 1,
2,. . . , converging to 0 ∈ Rm and a subsequence zji such that Ftai(zji) → z if
i→∞.

Proof. Let us recall that FRm has a countable basis of open sets and let Uj ,
j ∈ N, form a basis of open neighborhoods of the point z satisfying Uj+1 ⊂ Uj .
For each number j ∈ N, there is a sequence of points a(j, k) ∈ Rm, k ∈ N, such
that ⋃

a∈Rm
F (ta)(Uj) =

⋃
k∈N

F (ta(j,k))(Uj).

Let bj ∈ Rm be such a sequence that for all k ∈ N, bj 6= a(j, k). Passing
to subsequences, we may assume zj ∈ Uj for all j and consequently we get
F (tbj )(zj) ∈

⋃
k∈N F (ta(j,k))(Uj) for all j ∈ N. Let us choose a sequence kj ∈ N,

such that
F (tbj )(zj) ∈ F (ta(j,kj))(Uj)

for all j ∈ N, and denote aj := bj − a(j, kj). Then aj 6= 0 and F (taj )(zj) ∈ Uj
for all j ∈ N. Therefore F (taj )(zj)→ z and since aj = p(F (taj )(zj))− p(zj), we
also have aj → 0 �

A further step we need is to exclude the dependence of the balls B(a, εi) on
the indices i in the formulation of 20.9.
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20.11. Lemma. Let zi → z be a convergent sequence in FRm, p(zi) 6= p(z),
and let W be an open neighborhood of z. Then there exist b ∈ Rm and ε > 0
such that

τ
(
B(b, ε)× {z}

)
⊂W, τ

(
B(b, ε)× {zi}

)
⊂W

for large i’s.

Proof. We first deduce that there is some open ball B(y, η) ⊂ Rm satisfying

(1) B(y, η) ⊂ {a ∈ Rm;F (ta)(z) ∈W}.

Let us apply lemma 20.10 to a constant sequence yj := z. So there is a sequence
ai ∈ Rm, ai 6= 0, ai → 0 such that τai(z)→ z. Now we apply lemma 20.9 to the
sequence wi := τai(z). Since for a = 0 we have τa(z) ∈ W , there is a sequence
of positive constants ηi such that τ

(
B(0, ηi) × {wi}

)
⊂ W for large i’s. Let us

choose one of these indices, say i0, and put y := ai0 , η := ηi0 . Now for any
b ∈ B(y, η) we have τb(z) = τb−y ◦ τy(z) = τb−y(wi) ⊂W , so that (1) holds.

Further, let us apply lemma 20.9 to the sequence zi → z and let us fix a
neighborhood W of z. Then the conclusion of 20.9 reads as follows. There is
a sequence of positive real constants εi such that for any a ∈ Rm the condition
τa(z) ∈W implies τ

(
B(a, εi)× {zi}

)
⊂W for all large i’s. Therefore

B(y, η) ⊂
⋃
k∈N

⋂
i≥k

{a ∈ Rm; τ
(
B(a, εi)× {zi}

)
⊂W}.

For any natural number k we define

Bk :=
⋂
i≥k

{a ∈ B(y, η); τ
(
B(a, εi)× {zi}

)
⊂W}.

Since ∪k∈NBk = B(y, η), the Baire category theorem implies that there is a
natural number k0 such that int(B̄k0) ∩B(y, η) 6= ∅.

Now, let us choose b ∈ Rm and ε > 0 such that B(b, ε) ⊂ int(B̄k0) ∩ B(y, η).
If x ∈ B(b, ε) and i ≥ k0, then there is x̄ ∈ Bk0 with x ∈ B(x̄, εi) so that we
have τx(zi) ∈W and (1) implies τx(z) ∈W . �

20.12. Proof of proposition 20.2. Let zi → z be a convergent sequence in
FRm, xi → x a convergent sequence in Rm. We have to show

(1) τxi(zi) = F (txi)(zi)→ F (tx)(z) = τx(z).

Since we can apply the isomorphism F (t−x), we may assume x = 0. More-
over, it is sufficient to show that any subsequence of (xi, zi) contains a further
subsequence satisfying (1). That is why we may assume either p(zi) 6= p(z) or
p(zi) = p(z) for all i ∈ N.

Let us first deal with the latter case. According to lemma 20.10 there is a
sequence yi ∈ Rm and subsequence zij such that τyj (zij ) → z and yj → 0,

Electronic edition of: Natural Operations in Differential Geometry, Springer-Verlag, 1993



20. The regularity of bundle functors 191

yj 6= 0. But τxij (zij ) → z if and only if τxij−yj ◦ τyj (zij ) → z, so that if we
consider z̄j := τyj (zij ), z̄ := z and x̄j := xij − yj , we transform the problem to
the former case.

So we assume p(zi) 6= p(z) for all i ∈ N and xi → 0. Let us moreover assume
that τxi(zi) does not converge to z. Then, for each x ∈ Rm, τx+xi(zi) does not
converge to τx(z) as well. Therefore, if we set

A := {x ∈ Rm; τx+xi(zi) does not converge to τx(z)}

we find A = R
m. Now we use the separability of FRm. Let Vs, s ∈ N, be a basis

of open sets in FRm and let

Ls := {x ∈ Rm; τx+xi(zi) ∈ Vs for large i’s}

Qs := {x ∈ Rm; τx(z) ∈ Vs and x /∈ Ls}.

We know A ⊂ ∪s∈NQs and consequently ∪s∈NQs = R
m. By virtue of the Baire

category theorem there is a natural number k such that int(Qk) 6= ∅.
Let us choose a point a ∈ Qk ∩ int(Qk). Then z ∈ τ−a(Vk) and so

W := p−1
(
tp(z)−a

(
int(Qk)

))⋂
τ−a(Vk)

is an open neighborhood of z. According to lemma 20.11 there is an open ball
B(b, ε) ⊂ Rm such that

(2) τ
(
B(b, ε)× {z}

)
⊂ p−1

(
tp(z)−a

(
int(Qk)

))

(3) τ
(
B(b, ε)× {zi}

)
⊂ τ−a(Vk)

for all large i’s. Inclusion (2) implies p(z) + B(b, ε) ⊂ p(z) − a + int(Qk) or,
equivalently,

(4) B(b+ a, ε) ⊂ int
(
Qk
)
.

Formula (3) is equivalent to

τ
(
B(b+ a, ε)× {zi}

)
⊂ Vk

for large i’s. Since xi → 0, we know that for any x ∈ B(b+ a, ε) also (x+ xi) ∈
B(b + a, ε) for large i’s and we get the inclusion B(b + a, ε) ⊂ Lk. Finally, (4)
implies

B(b+ a, ε) ⊂ Lk ∩ int
(
Qk
)
⊂ (Rm \Qk) ∩ int

(
Qk
)
.

This is a contradiction. �
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21. Actions of jet groups

Let us recall the jet group Grm,n of the only type in the category FMm,n

which we mentioned in 18.8. In this section, we derive estimates on the possible
order of this jet group acting on a manifold S depending only on dimS. In view
of lemma 20.4, these estimates will imply the finiteness of the order of bundle
functors on FMm,n.

21.1. The whole procedure leading to our estimates is rather technical but the
main idea is very simple and can be applied to other categories as well. Consider
a jet group Grα of an admissible category C over manifolds acting on a manifold S
and write Brk for the kernel of the jet projection πrk : Grα → Gkα. For every point
y ∈ S, let Hy be the isotropy subgroup at the point y. The action factorizes to
an action of a group Gkα on S if and only if Brk ⊂ Hy for all points y ∈ S. So
if we assume that the order r is essential, i.e. the action does not factorize to
Gr−1
α , then there is a point y ∈ S such that Hy does not contain Brk−1. If the

action is continuous, then Hy is closed and the homogeneous space Grα/Hy is
mapped injectively and continuously into S. Hence we have

(1) dimS ≥ dim(Grα/Hy)

and we see that dimS is bounded from below by the smallest possible codimen-
sion of Lie subgroups in Grα which do not contain Brk.

A proof of such a bound in the special case C = FMm,n will occupy the rest
of this section.

21.2. Theorem. Let a jet group Grm,n, m ≥ 1, n ≥ 0, act continuously on a
manifold S, dimS = s, s ≥ 0, and assume that r is essential, i.e. the action does
not factorize to an action of Gkm,n, k < r. Then

r ≤ 2s+ 1.

Moreover, if m, n > 1, then

r ≤ max{ s

m− 1
,
s

m
+ 1,

s

n− 1
,
s

n
+ 1}

and if m > 1, n = 0, then

r ≤ max{ s

m− 1
,
s

m
+ 1}.

All these estimates are sharp for all m ≥ 1, n ≥ 0, s ≥ 0.

21.3. Proof of the estimate r ≤ 2s + 1. Let us first assume s > 0. By the
general arguments discussed in 21.1, there is a point y ∈ S such that its isotropy
group Hy does not contain the normal closed subgroup Brr−1. We shall denote
grm,n, brr−1 and h the Lie algebras of Grm,n, Brr−1 and Hy, respectively. Since
Brr−1 is a connected and simply connected nilpotent Lie group, its exponential
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map is a global diffeomorphism of brr−1 onto Brr−1, cf. 13.16 and 13.4. Therefore
h does not contain brr−1. In this way, our problem reduces to the determination
of a lower bound of the codimensions of subalgebras of grm,n that do not contain
the whole brr−1.

Since grm,n is a Lie subalgebra in grm+n, there is the induced grading

grm,n = g0 ⊕ · · · ⊕ gr−1

where homogeneous components gp are formed by jets of homogeneous pro-
jectable vector fields of degrees p+ 1, cf. 13.16.

If we consider the intersections of h with the filtration defining the grading
grm,n = ⊕pgp, then we get the filtration

h = h0 ⊃ h1 ⊃ . . . ⊃ hr−1 ⊃ 0

and the quotient spaces hp = hp/hp+1 are subalgebras in gp. Therefore we can
construct a new algebra h̃ = h0 ⊕ · · · ⊕ hr−1 with grading and since

dim h = dim h/h1 + dim h1/h2 + · · ·+ dim hr−1 = dim h̃,

both the algebras h and h̃ have the same codimension. By the construction,
brr−1 6⊂ h if and only if hr−1 6= gr−1, so that h̃ does not contain brr−1 as well. That
is why in the proof of theorem 21.2 we may restrict ourselves to Lie subalgebras
h ⊂ grm,n with grading h = h0⊕· · ·⊕hr−1 satisfying hi ⊂ gi for all 0 ≤ i ≤ r−1,
and hr−1 6= gr−1.

Now the proof of the estimate r ≤ 2s + 1 becomes rather easy. To see this,
let us fix two degrees p 6= q with p + q = r − 1 and recall [gp, gq] = gr−1,
see 13.16. Hence there is either a ∈ gp or a ∈ gq with a /∈ h, for if not then
[gp, gq] = gr−1 ⊂ hr−1. It follows

codim h ≥ 1
2

(r − 1).

According to 21.1.(1) we get s ≥ 1
2 (r − 1) and consequently r ≤ 2s+ 1.

The remaining case s = 0 follows immediately from the fact that given an
action ρ : Grm,n → Diff(S) on a zero-dimensional manifold S, then its kernel
ker ρ contains the whole connected component of the unit. Since Grm,n has two
components and these can be distinguished by the first order jet projection, we
see that the order can be at most one. �

Let us notice, that the only special property of grm,n among the general jet
groups which we used in 21.3 was the equality [gp, gq] = gp+q. Hence the first
estimate from theorem 21.2 can be easily generalized to some other categories.

The proof of the better estimates for higher dimensions is based on the same
ideas but supported by some considerations from linear algebra. We choose some
non-zero linear form C on gr−1 with kerC ⊃ hr−1. Then given p, q, p+q = r−1,
we define a bilinear form f : gp × gq → R by f(a, b) = C([a, b]) and we study
the dimensions of the annihilators.
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21.4. Lemma. Let V , W , be finite dimensional real vector spaces and let
f : V ×W → R be a bilinear form. Denote by V 0 or W 0 the annihilators of V
or W related to f , respectively. Let M ⊂ V , N ⊂ W be subspaces satisfying
f |(M ×N) = 0. Then

codimM + codimN ≥ codimV 0.

Proof. Consider the associated form f∗ : V/W 0 ×W/V 0 → R and let [M ], [N ]
be the images of M , N in the projections onto quotient spaces. Since f∗ is not
degenerated, we have

(1) dim[M ] + dim[M ]0 = codimW 0.

Note that codimV 0 = codimW 0. We know dim[M ] = dim(M/M ∩ W 0) =
dim(M +W 0)− dimW 0 and similarly for N . Therefore

(2)

dim[M ] + dim[N ] =

= dim(M +W 0)− dimW 0 + dim(N + V 0)− dimV 0

= codimW 0 − codim(M +W 0) + codimV 0 − codim(N + V 0)

≥ codimW 0 + (codimV 0 − codimM − codimN).

According to our assumptions N ⊂ M0, so that dim[N ] ≤ dim[M ]0. But then
(1) implies

dim[M ] + dim[N ] ≤ codimW 0

and therefore the term in the last bracket in (2) must be less then zero. �

If we fix a basis of the vector space Rm then there is the induced basis on
the vector space gr−1 and the induced coordinate expressions of linear forms
C on gr−1. By naturality of the Lie bracket, using arbitrary coordinates on
R
m the coordinate formula for the Lie bracket does not change. Since fiber

respecting linear transformations of Rm+n → R
m preserve the projectability of

vector fields, we can use arbitrary affine coordinates on the fibration Rm+n → R
m

in our discussion on possible codimensions of the subalgebras, which is based on
formula 13.2.(5).

The coordinate expression of C will be written like C = (Cαi ), i = 1, . . . ,m+
n, |α| = r. This means C(X) =

∑
α,i C

α
i a

i
α, if X =

∑
α,i a

i
αx

α ∂
∂xi ∈ gr−1,

where we sum also over repeated indices. For technical reasons we set Cαi = 0
whenever i ≤ m and αj > 0 for some j > m.

If suitable, we also write α = (α1, . . . αm+n) in the form α = i1 · · · ir, where
r = |α|, 1 ≤ ij ≤ m + n, so that αj is the number of indices ik that equal j.
Further we shall use the symbol (j) for a multiindex α with αi = 0 for all i 6= j,
and its length will be clear from the context. As before, the symbol 1j denotes
a multiindex α with αi = δij .
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21.5. Lemma. Let C be a non-zero form on gr−1, m ≥ 1, n ≥ 0. Then in
suitable affine coordinates on the fibration Rm+n → R

m, the induced coordinate
expression of C satisfies one of the following conditions:

(i) C
(1)
m 6= 0 and m > 1.

(ii) C
(1)
1 6= 0; Cαj = 0 whenever αj = 0 and 1 ≤ j ≤ m; Cα+11

1 = C
α+1j
j (no

summation) for all |α| = r − 1, 1 ≤ j ≤ m.

(iii) C
(m+1)
m+n 6= 0, n > 1, and Cαj = 0 whenever j ≤ m.

(iv) C
(m+1)
m+1 6= 0; Cαj = 0 if j ≤ m or αj = 0; and C

α+1m+1
m+1 = C

α+1j
j (no

summation) for all |α| = r − 1, j ≥ m+ 1.

Proof. Let C be a non-zero form on gr−1 with coordinates Cαj in the canonical
basis of Rm+n → R

m. Let us consider a matrix A ∈ GL(m+ n) whose first row
consists of arbitrary real parameters a1

1 = t1 6= 0, a1
2 = t2, . . . , a

1
m = tm, a1

j = 0
for j > m, and let all the other elements be like in the unit matrix. Let ãij be the
elements of the inverse matrix A−1. If we perform this linear transformation,
we get a new coordinate expression of C, in particular

(1) C̄
(1)
j = a1

i1 · · · a
1
irC

i1...ir
s ãsj .

Hence we get

C̄
(1)
1 = ti1 · · · tirC

i1...ir
1

1
t1

(2)

C̄
(1)
j = ti1 · · · tir

(
Ci1...irj − tj

t1
Ci1...ir1

)
for 1 < j ≤ m.(3)

Formula (2) implies that either we can obtain C̄
(1)
1 6= 0 or Cα1 = 0 for all multi

indices α, |α| = r. Let us assume m > 1 and try to get condition (i). According
to (3), if (i) does not hold after performing any of our transformations, then
the expression on the right hand side of (3) has to be identically zero for all
values of the parameters and this implies Cαj = 0 whenever αj = 0, |α| = r,
and Cα+11

1 = C
α+1j
j for all |α| = r − 1, 1 ≤ j ≤ m. Hence we can summarize:

either (i) can be obtained, or (ii) holds, or C̄αj = 0 for all 1 ≤ j ≤ m, |α| = r, in
suitable affine coordinates.

Analogously, let us take a matrix A ∈ GL(m + n) whose (m + 1)-st row
consists of real parameters t1, . . . , tm+n, tm+1 6= 0 and let the other elements be
like in the unit matrix. The new coordinates of C are obtained as above

C̄
(m+1)
m+1 =ti1 · · · tirC

i1...ir
m+1

1
tm+1

(4)

C̄
(m+1)
j =ti1 · · · tir

(
Ci1...irj − tj

tm+1
Ci1...irm+1

)
.(5)

Now we may assume Cαj = 0 whenever 1 ≤ j ≤ m, for if not then (i) or (ii) could

be obtained. As before, either there is a basis relative to which C
(m+1)
m+1 6= 0 or
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Cαm+1 = 0 for all |α| = r. Further, according to (5) either we can get (iii) or
Cαj = 0 whenever αj = 0, and Cα+1m+1

m+1 = C
α+1j
j , for all |α| = r− 1, j ≥ m+ 1.

Therefore if both (iii) and (iv) do not hold after arbitrary transformations, then
all Cαj have to be zero, but this is contradictory to the fact that C is non-zero. �

21.6. Lemma. Let p, q be two degrees with p+ q = r − 1 > 0 and p ≥ q ≥ 0.
Let m > 1 and n > 1 or n = 0, and let hp, hq be subspaces of gp, gq. Let C be a
non-zero linear form on gr−1 and suppose [hp, hq] ⊂ kerC. If Cαi , 1 ≤ i ≤ m+n,
|α| = r, is a coordinate expression of C satisfying one of the conditions 21.5.(i)-
(iv), then

codimhp + codim hq ≥



2m− 2, if 21.5.(i) holds
2m, if 21.5.(ii) holds and q > 0
m, if 21.5.(ii) holds and q = 0
2n− 2, if 21.5.(iii) holds
2n, if 21.5.(iv) holds and q > 0
n, if 21.5.(iv) holds and q = 0.

Proof. Define a bilinear form

f : gp × gq → R f(a, b) = C([a, b]) .

By our assumptions f(hp, hq) = {0}. Hence by lemma 21.4 it suffices to prove
that the codimension of the f -annihilator of gq in gp has the above lower bounds.
Let h0 be this annihilator and consider elements a ∈ h0, b ∈ gq. We get

C([a, b]) =
∑

1≤i≤m+n
|α|=r

Cαi ([a, b])iα = 0.

Using formula for the bracket 13.2.(5) we obtain

0 =
∑

1≤i,j≤m+n
|µ|=q+1
|λ|=p+1

C
µ+λ−1j
i

(
λjb

j
µa

i
λ − µja

j
λb
i
µ

)

=
∑

1≤i,j≤m+n
|µ|=q+1
|λ|=p+1

(
C
µ+λ−1j
i λj − Cµ+λ−1i

j µi

)
aiλb

j
µ .

Since b ∈ gq is arbitrary, we have got a system of linear equations for the
annihilator h0 containing one equation for each couple (j, µ), where 1 ≤ j ≤
m+ n, |µ| = q + 1 and µi = 0 whenever i > m and j ≤ m. The (j, µ)-equation
reads

(1)
∑

1≤i≤m+n
|λ|=p+1

(
C
µ+λ−1j
i λj − Cµ+λ−1i

j µi

)
aiλ = 0.
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A lower bound of the codimension of h0 is given by any number of linearly
independent (j, µ)-equations and we have to discuss this separately for the cases
21.5.(i)–(iv).

Let us first assume that 21.5.(i) holds, i.e. C(1)
m 6= 0, m > 1. We denote by Es

the (s, (1))-equation, 1 ≤ s < m and by Fk the (m, (1)+1k)-equation, 1 ≤ k < m
(note that if q = 0 then (1) + 1k = 1k). We claim that this subsystem is of full
rank. In order to verify this, consider a linear combination

m−1∑
s=1

asEs +
m−1∑
k=1

bkFk = 0 as, bk ∈ R.

From (1) we get

(2)
∑

1≤i≤m+n
|λ|=p+1

(m−1∑
s=1

(
C

(1)+λ−1s
i λs − C(1)+λ−1i

s δ1
i (q + 1)

)
as+

+
m−1∑
k=1

(
C

(1)+1k+λ−1m
i λm − C(1)+1k+λ−1i

m (δ1
i q + δki )

)
bk
)
aiλ = 0.

Hence all the coefficients at the variables aiλ with 1 ≤ i ≤ m+ n, λ = p+ 1, and
λj = 0 whenever j > m and i ≤ m, have to vanish. Therefore, we get equations
on reals as, bk, whenever we choose i and λ. We have to show that all these
reals are zero.

First, let us substitute λ = (1) and i = m. Then (2) implies C(1)
m (p+1)a1 = 0

and consequently a1 = 0. Now we choose λ = (1) + 1v, i = m, with 1 < v < m,
and we get C(1)

m av = 0 so that as = 0 for 1 ≤ s ≤ m− 1. Further, take λ = (1)
and 1 < i < m to obtain −C(1)

m bi = 0. Finally, the choice i = 1 and λ = (1)
leads to −C(1)

m (q+ 1)b1 = 0. In this way, we have proved that the chosen 2m−2
equations Es and Fk are independent and this implies the first lower bound in
21.6.

Now suppose 21.5.(ii) takes place and let us denote Es the (s, (1))-equation,
1 ≤ s ≤ m, and if q > 0, then Fk will be the (m, (1) + 1m + 1k)-equation,
1 ≤ k ≤ m. As before, we assume

∑m
s=1 a

sEs +
∑m
k=1 b

kFk = 0 for some reals
as and bk and we compare the coefficients at aiλ to show that all these reals are
zero. But before doing this, we can simplify all (j, µ)-equations with 1 ≤ j ≤ m
using the relations from 21.5.(ii). Indeed, (1) reduces to

∑
1≤i≤m
|λ|=p+1

Cµ+λ−1i
j (λj − µi)aiλ +R = 0.

where R involves all terms with indices i > m. Consequently Es and Fk have
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the forms∑
1≤i≤m
|λ|=p+1

C(1)+λ−1i
s (λs − δ1

i (q + 1))aiλ +R = 0

∑
1≤i≤m
|λ|=p+1

C(1)+1k+1m+λ−1i
m (λm − δ1

i (q − 1)− δki − δmi )aiλ +R = 0.

Assume first q > 0. If we choose 1 < i ≤ m, λ = (1), then the variables aiλ do
not appear in the equations Es at all. Hence the choice i = m, λ = (1) gives
(see 21.5.(ii)) 0 = −2C(1)+1m

m bm = −2C(1)
1 bm; and 1 < i < m, λ = (1) now

yields −C(1)+1m
m bi = 0. Hence bi = 0 for all 1 < i ≤ m. Further, we take i = m,

λ = (1) + 1v + 1m, v 6= m (note p ≥ q > 0), so that all the coefficients in F1 are
zero. In particular, v = 1 implies C(1)

1 a1 = 0 so that a1 = 0. Now, if 1 < v < m,
then C

(1)+1v
v av = C

(1)
1 av = 0 and what remains are am and b1, only. Taken

λ = (1), i = 1, we see 0 = −(q + 1)C(1)
m am − qC(1)+1m

m b1 = C
(1)
1 b1 and, finally,

the choice i = m and λ = (1) + 1m + 1m gives C(1)+1m
m 2am = 0. This completes

the proof of the second lower bound in 21.6.
But if q = 0 and 21.5.(ii) holds, we can perform the above procedure after

forgetting all the equations Fk which are not defined. We have only to notice
p+ q = r − 1 > 0, so that |λ| = p+ 1 = r ≥ 2.

If n > 1, then the remaining three parts of the proof are complete recapitu-
lations of the above ones. This becomes clear if we notice, that we have used
neither any information on Cαj , j > m, nor the fact that Cαj = 0 if j ≤ m and
αi 6= 0 for some i > m. That is why we can go step by step through the above
proof on replacing 1 or m by m+ 1 or m+ n, respectively.

If n = 0, then neither 21.5.(iii) nor 21.5.(iv) can hold. �

21.7. Proposition. Let h be a subalgebra of grm,n, m ≥ 1, n ≥ 0, r ≥ 2, which
does not contain brr−1. Then

(1) codim h ≥ 1
2

(r − 1).

Moreover, if m > 1, n > 1, then

(2) codim h ≥ min{r(m− 1), (r − 1)m, r(n− 1), (r − 1)n}

and if m > 1, n = 0, then

(3) codimh ≥ min{r(m− 1), (r − 1)m}.

Proof. In 21.3 we deduced that we may suppose h is a subalgebra with grading
h = h0 ⊕ · · · ⊕ hr−1, hi ⊂ gi, hr−1 6= gr−1, and we proved the lower bound
(1). Let us assume m > 1, n = 0 and choose a non-zero form C on gr−1 with
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kerC ⊃ hr−1. Then we know [hj , hr−j−1] ⊂ hr−1 ⊂ kerC and by lemma 21.5
there is a suitable coordinate expression of C satisfying one of the conditions
21.5.(i), 21.5.(ii). Therefore we can apply lemma 21.6.

Assume first Cαi satisfies 21.5.(i). Then for all j

codim hj + codim hr−j−1 ≥ 2m− 2

and consequently

codim h =
r−1∑
j=0

codim hj ≥ r(m− 1).

If 21.5.(ii) holds, then

codim h0 + codim hr−1 ≥ m
codim hj + codim hr−j−1 ≥ 2m

for 1 ≤ j ≤ r − 2, so that codim h ≥ m+ (r − 2)m = (r − 1)m. This completes
the proof of (3) and analogous considerations lead to the estimate (2) if n > 1
and the coordinate expression of C satisfies 21.5.(iii) or 21.5.(iv). �

21.8. Examples.
1. Let h1 ⊂ grm, m > 1, be defined by

h1 = {aiλxλ
∂

∂xi
; aj(1) = 0 for j = 2, . . . ,m, 1 ≤ |(1)| ≤ r}.

One sees immediately that the linear subspace h1 consists just of polynomial
vector fields of degree r tangent to the line x2 = x3 = · · · = xm = 0, so that
h1 clearly is a Lie subalgebra in grm of codimension r(m− 1). Consider now the
subalgebra h ⊂ grm,n consisting of projectable polynomial vector fields of degree
r over polynomial vector fields from h1. This is a subalgebra of codimension
r(m− 1) in grm,n.

2. Consider the algebra h2 ⊂ grm+n, n > 1, defined analogously to the subal-
gebra h1

h2 = {aiλxλ
∂

∂xi
; aj(m+1) = 0 for 1 ≤ j ≤ m+ n, j 6= m+ 1, 1 ≤ |(m+ 1)| ≤ r}

and define h = h2 ∩ grm,n. Since every polynomial vector field in grm,n is tangent
to the fiber over zero, this clearly is a Lie subalgebra with coordinate description

h = {aiλxλ
∂

∂xi
; aj(m+1) = 0 for m+ 1 < j ≤ m+ n, 1 ≤ |(m+ 1)| ≤ r}

and codimension r(n− 1).
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3. Let us recall that the divergence divX of a polynomial vector field X ∈ grm
can be viewed as the jet jr−1

0 (divX), see 13.6. So for an element a = aiλx
λ ∂
∂xi

we have
div a =

∑
1≤i≤m
1≤|λ|≤r

λia
i
λx

λ−1i .

Let M be the line in Rm, m > 1, defined by x2 = x3 = · · · = xm = 0 and
denote by h3 the linear subspace in g1 ⊕ · · · ⊕ gr−1 (note g0 is missing!)

h3 = {aiλxλ
∂

∂xi
∈ g1 ⊕ · · · ⊕ gr−1;

(
div(aiλx

λ ∂

∂xi
)
)∣∣
M

= 0}.

Of course, h3 is not a Lie subalgebra in grm. Let us further consider the Lie
subalgebra h4 ⊂ gr−1

m consisting of all polynomial vector fields without absolute
terms and tangent to M , cf. example 1. Let h5 =

(
πrr−1

)−1
h4 ⊂ grm and let us

define a linear subspace

h6 = (h5 ∩ g0)⊕ (h3 ∩ h5).

First we claim that h3 ∩ h5 is a subalgebra. Indeed, if X, Y ∈ h3 ∩ h5, then
either the degree of both of them is less then r or their bracket is zero. But in
the first case, X and Y are tangent to M and their divergences are zero on M ,
so that 13.6.(1) implies div([X,Y ])|M = 0.

Now, consider a polynomial vector field X from the subalgebra h5 ∩ g0 and a
field Y ∈ h3 ∩ h5. Since every field from g0 has constant divergence everywhere
and X is tangent to M , 13.6.(1) implies div([X,Y ])|M = 0. So we have proved
that h6 is a subalgebra. In coordinates, we have

h6 = {aiλxλ
∂

∂xi
∈ grm; aj(1) = 0,

m∑
i=1

ai(1)+1i
(1 + δ1

i |(1)|) = 0

for j = 2, . . . ,m, 1 ≤ |(1)| ≤ r − 1}.

Now, we take the subalgebra h in grm,n consisting of polynomial vector fields
over the fields from h6. The codimension of h is (r − 1)m.

4. Analogously to example 2, let us consider the subalgebra h7 in grm+n,
n > 1,

h7 = {aiλxλ
∂

∂xi
∈ grm+n; aj(m+1) = 0,

m+n∑
i=1

ai(m+1)+1i
(1 + δm+1

i |(m+ 1)|) = 0

for j = 1, . . . ,m+ n, j 6= m+ 1, 1 ≤ |(m+ 1)| ≤ r − 1}

and let us define h = h7 ∩ grm,n. Then

h = {aiλxλ
∂

∂xi
∈ grm,n; aj(m+1) = 0,

m+n∑
i=m+1

ai(m+1)+1i
(1 + δm+1

i |(m+ 1)|) = 0

for j = m+ 2, . . . ,m+ n, 1 ≤ |(m+ 1)| ≤ r − 1}
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and we have found a Lie subalgebra in grm,n of codimension (r − 1)n.

Let us look at the subgroups corresponding to the above subalgebras. In
the first and the second examples, the groups consist of polynomial fibered iso-
morphisms keeping invariant the given lines. These are closed subgroups. In
the remaining two examples, we have to consider analogous subgroups in Gr−1

m,n,
then to take their preimages in the group homomorphism πrr−1. Further we con-
sider the subgroups of polynomial local isomorphisms at the origin identical in
linear terms and without the absolute ones. Their subsets consisting of maps
keeping the volume form along the given lines are subgroups. Finally, we take
the intersections of the above constructed subgroups. All these subgroups are
closed.

21.9. Proof of 21.2. The idea of the proof was explained in 21.1 and 21.3. In
particular, we deduced that the dimension of every manifold with an action of
Grm,n, r ≥ 2, which does not factorize to an action of Gr−1

m,n, is bounded from
below by the smallest possible codimension of Lie subalgebras h = h0⊕· · ·⊕hr−1,
hi ⊂ gi, hr−1 6= gr−1, with grading. We also got the lower bound 1

2 (r − 1) for
the codimensions and this implied the estimate r ≤ 2 dimS + 1. But now, we
can use proposition 21.7 to get a better lower bound for every m > 1 and n > 1.
Indeed,

s = dimS ≥ min{r(m− 1), (r − 1)m, r(n− 1), (r − 1)n}

and consequently

r ≤ max{ s

m− 1
,
s

m
+ 1,

s

n− 1
,
s

n
+ 1}.

If n = 0 we get
s ≥ min{r(m− 1), (r − 1)m},

so that
r ≤ max{ s

m− 1
,
s

m
+ 1}.

Since all the groups determined by the subalgebras we have constructed in 21.8
are closed, the corresponding homogeneous spaces are examples of manifolds
with actions of Grm,n with the extreme values of r.

If m = 1, let us consider h = g0 ⊕ gs ⊕ gs+1 ⊕ · · · ⊕ g2s−1 ⊂ g2s+1
1 . Since

[gs, gs] = 0 in dimension one, this is a Lie subalgebra and one can see that the
corresponding subgroup H in G2s+1

1 is closed (in general, every connected Lie
subgroup in a simply connected Lie group is closed, see e.g. [Hochschild, 68, p.
137]). The homogeneous space G2s+1

1 /H has dimension s and G2s+1
1 acts non

trivially. Since there are group homomorphisms Grm,n → Grm and Grm,n → Grn
(the latter one is the restriction of the polynomial maps to the fiber over zero),
we have found the two remaining examples. �
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22. The order of bundle functors

Now we will collect the results from the previous sections to get a description
of bundle functors on fibered manifolds. Let us remark that the bundle functors
on categories with the same local skeletons in fact coincide. So we also describe
bundle functors on Mfm and Mf in this way, cf. remark 20.8. In view of
the general description of finite order regular bundle functors on admissible
categories and natural transformations between them deduced in theorems 18.14
and 18.15, the next theorem presents a rather detailed information. As usual
m : FMm,n →Mf is the faithful functor forgetting the fibrations.

22.1. Theorem. Let F : FMm,n →Mf , m ≥ 1, n ≥ 0, be a functor endowed
with a natural transformation p : F → m and satisfying the localization property
18.3.(i). Then S := p−1

Rm+n(0) is a manifold of dimension s ≥ 0 and for every
(Y → M) in ObFMm,n the mapping pY : FY → Y is a locally trivial fiber
bundle with standard fiber S, i.e. F : FMm,n → FM. The functor F is a
regular bundle functor of a finite order r ≤ 2s + 1. If moreover m > 1, n = 0,
then

r ≤ max{ s

m− 1
,
s

m
+ 1},

and if m > 1, n > 1, then

r ≤ max{ s

m− 1
,
s

m
+ 1,

s

n− 1
,
s

n
+ 1}.

All these estimates are sharp.

Proof. Since FMm,n is a locally flat category with Whitney-extendible sets of
morphisms, we have only to prove the assertion concerning the order. The rest
of the theorem follows from theorems 20.3 and 20.5. By definition of bundle
functors, it suffices to prove that the action of the group G of germs of fibered
morphisms f : Rm+n → R

m+n with f(0) = 0 on the standard fiber S factorizes
to an action of Grm,n with the above bounds of r depending on s, m, n.

As in the proof of theorem 20.5, let V ⊂ S be a relatively compact open set
and QV ⊂ S be the open submanifold invariant with respect to the action of G,
as defined in 20.4. By virtue of lemma 20.4 the action of G on QV factorizes to
an action of Gkm,n for some k ∈ N. But then theorem 21.2 yields the necessary
estimates. Moreover, if we consider the Grm,n-spaces with the extreme orders
from theorem 21.2, then the general construction of a bundle functor from an
action of the r-th skeleton yields bundle functors with the extreme orders, cf.
18.14. �

22.2. Example. All objects in the category FMm,n are of the same type. Now
we will show that the order of bundle functors may vary on objects of different
types. We shall construct a bundle functor on Mf of infinite order.

Consider the sequence of the r-th order tangent functors T (r) from 12.14.
These are bundle functors of orders r ∈ N with values in the category VB of
vector bundles. Let us denote dk the dimension of the standard fiber of T (k)

R
k

and define a functor F : Mf → FM as follows.
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Consider the functors Λk operating on category VB of vector bundles. For
every manifold M the value FM is defined as the Whitney sum over M

FM =
⊕

1≤k≤∞

ΛdkT (k)M

and for every smooth map f : M → N we set

Ff =
⊕

1≤k≤∞

ΛdkT (k)f : FM → FN .

Since ΛdkT (k)M = M × {0} whenever k > dimM , the value FM is a well
defined finite dimensional smooth manifold and Ff is a smooth map. The fiber
projections on T (k)M yield a fibration of FM and all the axioms of bundle
functors are easily verified. Since the order of ΛdkT (k) is at least k the functor
F is of infinite order.

22.3. The order of bundle functors on FMm. Consider a bundle functor
F : FMm → FM and let Fn be its restriction to the subcategory FMm,n ⊂
FMm. Write Sn for the standard fibers of functors Fn and sn := dimSn. We
have proved that functors Fn have finite orders rn bounded by the estimates
given in theorem 22.1.

Theorem. Let F : FMm → FM be a bundle functor. Then for all fibered
manifolds Y with n-dimensional fibers and for all fibered maps f , g : Y → Ȳ ,
the condition j

rn+1
x f = j

rn+1
x g implies Ff |FxY = Fg|FxY . If dimȲ ≤ dimY ,

then even the equality of rn-jets implies that the values on the corresponding
fibers coincide.

Proof. We may restrict ourselves to the case f , g : Rm+n → R
m+k, f(0) = g(0) =

0 ∈ Rm+k.
(a) First we discuss the case n = k. Let us assume jr0f = jr0g, r = rn and

consider families ft = f+tidRm+n , gt = g+tidRm+n , t ∈ R. The Jacobians at zero
are certain polynomials in t, so that the maps ft and gt are local diffeomorphisms
at zero except a finite number of values of t. Since jr0ft = jr0gt for all t, we have
Fft|Sn = Fgt|Sn except a finite number of values of t. Hence the regularity of
F implies Ff |Sn = Fg|Sn.

Every fibered map f ∈ FMm(Rm+n,Rm+k) over f0 : Rm → R
m locally de-

composes as f = h ◦ g where g = f0 × idRn : Rm+n → R
m+n and h = f ◦ g−1 is

over the identity on Rm. Hence in the rest of the proof we will restrict ourselves
to morphisms over the identity.

(b) Next we assume n = k + q, q > 0, f , g : Rm+k+q → R
m+k, and let

jr0f = jr0g with r = rn. Consider f̄ = (f,pr2), ḡ = (g,pr2) : Rm+n → R
m+n,

where pr2 : Rm+k+q → R
q is the projection onto the last factor. Since jr0 f̄ = jr0 ḡ,

f = pr1 ◦f̄ and g = pr1 ◦ḡ, the functoriality and (a) imply Ff |Sn = Fg|Sn.
(c) If k = n + 1 and if jr0f = jr0g with r = rn+1, then we consider f̄ ,

ḡ : Rm+n+1 → R
m+n+1 defined by f̄ = f ◦ pr1, ḡ = g ◦ pr1. Let us write
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i : Rm+n → R
m+n+1 for the inclusion x 7→ (x, 0). For every y ∈ Rm+n+1 with

pr1(y) = 0 we have jry f̄ = jry ḡ and since f = f̄◦i, g = ḡ◦i, we get Ff |Sn = Fg|Sn.
(d) Let k = n + q, q > 0, and i : Rm+n → R

m+n+q, x 7→ (x, 0). Analogously
to (a) we may assume that f and g have maximal rank at 0. Hence according
to the canonical local form of maps of maximal rank we may assume g = i.

(e) Let us write f = (idRm , f1, . . . , fk) : Rm+n → R
m+k, k > n, and assume

jr0f = jr0i with r = rn+1. We define h : Rm+n+1 → R
m+k

h(x, y) = (idRm , f1(x), . . . , fn(x), y, fn+2(x), . . . , fk(x)).

Then we have

h ◦ (idRm , idRn , fn+1) = f

h ◦ i = (idRm , f1, . . . , fn, 0, fn+2, . . . , fk).

Since jr0(idRm , idRn , fn+1) = jr0i, part (c) of this proof implies

F (idRm+n , fn+1)|Sn = Fi|Sn
and we get for every z ∈ Sn

Ff(z) = Fh ◦ Fi(z) = F (idRm , f1, . . . , fn, 0, fn+2, . . . , fk)(z).

Now, we shall proceed by induction. Let us assume

Ff(z) = F (idRm , f1, . . . , fn, 0, . . . , 0, fn+s, . . . , fk)(z), s > 1,

for every z ∈ Sn and j
rn+1
0 f = j

rn+1
0 i. Let σ : Rm+n+k → R

m+n+k be the map
which exchanges the coordinates xn+1 and xn+s, i.e.

σ(x, x1, . . . , xn, xn+1, . . . , xn+s, . . . , xk) =

= (x, x1, . . . , xn, xn+s, . . . , xn+1, . . . , xk).

We get

F (idRm ,f1, . . . , fn, 0, . . . , 0, fn+s, . . . , fk)(z) =

= F
(
σ ◦ (idRm , f1, . . . , fn, fn+s, 0, . . . , 0, fn+s+1, . . . , fk)

)
(z)

= Fσ ◦ F (idRm , f1, . . . , fn, 0, . . . , 0, fn+s+1, . . . , fk)(z)

= F (idRm , f1, . . . , fn, 0, . . . , 0, fn+s+1, . . . , fk)(z).

So the induction yields Ff(z) = F (idRm , f1, . . . , fn, 0, . . . , 0). Since we always
have rn+1 ≥ rn, (a) implies

F (idRm , f1, . . . , fn)|Sn = F idRm+n |Sn.

Finally, we get

Ff |Sn = F (idRm , f1, . . . , fn, 0, . . . , 0)|Sn
= F (i ◦ (idRm , f1, . . . , fn))|Sn = Fi|Sn. �

Theorem 22.3 reads that every bundle functor on FMm is of locally finite
order and we also have estimates on these ‘local orders’. But there still remains
an open question. Namely, all values on morphisms with an m-dimensional
source manifold depend on rm+1-jets. It is not clear whether one could get a
better estimate.
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23. The order of natural operators

In this section, we shall continue the general discussion on natural operators
started in 18.16–18.20. Let us fix an admissible category C over manifolds, its
local pointed skeleton (Cα, 0α), α ∈ I, and consider bundle functors on C.
23.1. The local order. We call a natural domain E of a natural operator
D : E  (G1, G2) W-extendible (or Whitney-extendible) if all the domains EA ⊂
C∞mA(F1A,F2A), A ∈ ObC, are W-extendible. We recall that the set of all
sections of any fibration is W-extendible, so that the classical natural operators
between natural bundles always have W-extendible domains.

Let us recall that we can apply corollary 19.8 to each q-local operator D : E ⊂
C∞(Y1, Y2)→ C∞(Z1, Z2), where Y1, Y2, Z1, Z2 are smooth manifolds, q : Z1 →
Y1 is a surjective submersion and E is Whitney-extendible. In particular, D is
of some order k, 0 ≤ k ≤ ∞. Let us consider a mapping s ∈ E, z ∈ Z1

and the compact set K = {z} ⊂ Z1. According to 19.8 applied to K and s,
there is the smallest possible order r =: χ(j∞s(q(z)), z) ∈ N such that for all
s̄ ∈ E the condition jrs(q(z)) = jr s̄(q(z)) implies Ds(z) = Ds̄(z). Let us write
Ek ⊂ Jk(Y1, Y2) for the set of all k-jets of mappings from the domain E. The
just defined mapping χ : E∞ ×Y1 Z1 → N is called the local order of D.

For every π-local natural operator D : E  (G1, G2) with a natural W-
extendible domain E, the operators

DA : EA ⊂ C∞mA(F1A,F2A)→ C∞mA(G1A,G2A)

are πA-local. The system of local orders (χA)A∈ObC is called the local order of
the natural π-local operator D.

Every locally invertible C-morphism f : A→ B acts on E∞A ×F1A G1A by

f∗(j∞x s, z) =
(
j∞(F2f ◦ s ◦ F1f

−1)(F1f(x)), G1f(z)
)
.

Lemma. Let D : E  (G1, G2) be a natural operator with a natural Whitney-
extendible domain E. For every locally invertible C-morphism f : A → B and
every (j∞x s, z) ∈ E∞A ×F1A G1A we have

χB
(
f∗(j∞x s, z)

)
= χA(j∞x s, z).

Proof. Since C is admissible and the domain E is natural, we may restrict
ourselves to A = B = Cα, for some α ∈ I. Assume χA(j∞x s, z) = r and
jrq(F1f(x)) = jr(F2f ◦ s ◦ F1f

−1)(F1f(x)) for some x ∈ F1Cα and s, q ∈ ECα .
Then jr((F2f)−1◦q◦F1f)(x) = jrs(x) and therefore DCα((F2f)−1◦q◦F1f)(z) =
DCαs(z). We have locally for each s ∈ ECα

s ◦ F1f
−1 = F2f

−1 ◦ (F2f ◦ s ◦ F1f
−1)

DCαs = G2f
−1 ◦DCα(F2f ◦ s ◦ F1f

−1) ◦G1f .

Hence DCαq(G1f(z)) = G2f ◦ DCαs(z) and we have proved χB ◦ f∗ ≤ χA.
Applying the action of the inverse f−1 we get the converse inequality. �
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23.2. Consider the associated maps

DCα : E∞Cα ×F1Cα G1Cα → G2Cα

determined by a natural π-local operator D with a natural W-extendible domain
E. We shall write briefly Erα ⊂ ErCα for the subset of jets with sources in the
fiber Sα over 0α in F1Cα, and Zα := π−1

Cα
(Sα) ⊂ G1Cα. By naturality, the whole

operator D is determined by the restrictions

Dα : E∞α ×Sα Zα → G2Cα

of the maps DCα . Let us write χα : E∞α ×Sα Zα → N for the restrictions of χCα .

Lemma. The maps χα are G∞α -invariant and if χα ≤ r, then the operator D is
of order r on all objects of type α.

Proof. The lemma follows immediately from the definition of naturality, the
homogeneity of category C and lemma 23.1. �

23.3. The above lemma suggests how to prove finiteness of the order in concrete
situations. Namely, theorem 19.7 implies that ‘locally’ χα is bounded and so it
must be bounded on each orbit under the action of G∞α . Assume now F1 = IdC ,
i.e. we deal with a natural pG1-local operator D : E  (G1, G2) with a natural
W-extendible domain (EA ⊂ C∞(FA)). Then E∞α ⊂ T∞n Qα, where Qα = F0Cα
is the standard fiber and n = dim(mCα). Further assume that the category
C is locally flat and that the bundle functors F and G1 have the properties
asserted in theorem 20.3 (so this always holds if C has almost W-extendible sets
of morphisms). Consider a section s ∈ ECα ⊂ C∞(FCα) invariant with respect
to all translations, i.e. F (tx) ◦ s ◦ t−x(y) = s(y) for all x ∈ mCα = R

n, y ∈ Cα
and denote Z the standard fiber (G1)0Cα.

Lemma. For every compact set K ⊂ Z there is an order r ∈ N and a neigh-
borhood V ⊂ E∞α ⊂ T∞n Qα of j∞0αs in the Cr-topology such that χα ≤ r on
V ×K.

Proof. Let us apply theorem 19.7 to the translation invariant section s and a
compact set K ′ ×K ⊂ Cα × Z = G1Cα, where K ′ is a compact neighborhood
of 0α ∈ Rn. We get an order r and a smooth function ε > 0 except for finitely
many points y ∈ K ′ where ε(y) = 0. Let us fix x in the interior of K ′ with
ε(x) > 0. Hence there is a neighborhood V of s in the Cr-topology on ECα
and a neighborhood U ⊂ Cα of x in K ′ such that χU (j∞y q, (y, z)) ≤ r whenever
(y, z) ∈ U×K and q ∈ V . Now, let W be a neighborhood of j∞0 s in Cr-topology
on E∞α such that tx∗W is contained in the set of all infinite jets of sections from
V . Since we might assume that tx acts on G1Cα = R

n × Z by G1tx = tx × idZ
and we have assumed tx

∗s = s, the lemma follows from lemma 23.2. �

Under the assumptions of 23.3 we get
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23.4. Corollary. Let s ∈ ECα be a translation invariant section and K ⊂ Z a
compact set. Assume that for every order r ∈ N, every neighborhood V of jr0αs
in Erα ⊂ T rnQα, every relatively compact neighborhood K ′ of K and every couple
(jr0αq, z) ∈ E

r
α ×Zα there is an element g ∈ G∞α such that g∗(jr0αq, z) ∈ V ×K

′.
Then every natural operator in question has finite order on all objects of type
α.

Proof. For every relatively compact neighborhood K ′ of K, there is an r ∈ N
and a neighborhood of j∞0αs in the Cr-topology such that χα ≤ r on V × K ′.
But the assumptions of the corollary ensure that the orbit of V ×K ′ coincides
with the whole space E∞α × Zα. �

Next we deduce several simple applications of this procedure.

23.5. Proposition. Let F : Mfm → FM be a bundle functor of order r such
that its standard fiber Q together with the induced action of G1

m ⊂ Grm can be
identified with a linear subspace in a finite direct sum

i⊕( ai⊗
R
m ⊗

bi⊗
R
m∗)

and bi > ai for all i. Let G1 : Mfm → FM be a bundle functor such that either
its standard fiber Z together with the induced G1

m-action can be identified with
a linear subspace in a finite direct sum

j⊕( a′j⊗
R
m ⊗

b′j⊗
R
m∗)

and b′j > a′j for all j, or Z is compact.
Then every natural operator D : F  (G1, G2) defined on all sections of the

bundles FM has finite order.

Proof. Write ϕt : Rm → R
m, t ∈ R, for the homotheties x 7→ tx. Let us consider

the canonical identification FRm = R
m × Q and the zero section s = (idRm , 0)

in C∞(FRm). Further, consider an arbitrary section q : Rm → FRm and let us
denote qt = Fϕt ◦ q ◦ ϕ−1

t and qt(x) = (x, qit(x)). Under our identification, s is
translation invariant and we can use formula 14.18.(2) to study the derivatives
of the maps qit at the origin. For all partial derivatives ∂αqit we get

(1) ∂αqit(0) = tai−bi−|α|∂αqi(0).

If the standard fiber Z is compact, then we can use lemma 23.4 with K = Z
and the zero section s. Indeed, if we choose an order r and a neighborhood V of
jr0s in T rmQ, then taking t large enough we obtain jr0qt ∈ V , so that the bound
r is valid everywhere. But if Z is not compact, then an analogous equality to
(1) holds for the sections of G1R

m with ai− bi replaced by a′j − b′j and these are
also negative. Hence we can apply the same procedure taking K = {0}, where
0 is the zero element in the tensor space Z. �
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23.6. Examples. The assumptions of the proposition are satisfied by all tensor
bundles with more covariant then contravariant components. But clearly, these
are also satisfied for all affine natural bundles with associated natural vector
bundles formed by the above tensor bundles. So in particular, F can equal to
QP 1 : Mfm → FM, the bundle functor of elements of linear connections, cf.
17.7, or to the bundle functors of elements of exterior forms. If G1 = IdC then Z
is a one-point-manifold, i.e. a compact. Hence we have proved that all natural
operators on connections or on exterior forms that do not extend the bases have
finite order.

23.7. Let us apply corollary 23.4 to the natural operators on the bundle func-
tor J1 : FMm,n → FM, i.e. we want to derive the finiteness of the order for
geometric operations with general connections. For this purpose, consider the
maps ϕa,b : Rm+n → R

m+n, ϕ(x, y) = (ax, by). In words, we will use the in-
clusion Grm × Grn ↪→ Grm,n and the jets of homotheties in the jet groups Grm
and Grn. In canonical coordinates (xi, yp, ypi ) on J1(Rm+n → R

m), i = 1, . . . ,m,
j = 1, . . . , n, we get for every section s = ypi (xi, yp) and every local fibered
isomorphism ϕ = (ϕi, ϕp)

J1ϕ ◦ s ◦ ϕ−1 =
(
∂ϕp

∂xj
◦ ϕ−1

)
∂ϕ−1

0

∂xi
+
(
∂ϕp

∂yq
◦ ϕ−1

)
(yqj ◦ ϕ

−1)
∂ϕ−1

0

∂xi
.

In particular, for ϕ = ϕa,b we obtain

ϕa,b
∗s(xi, yp) = ba−1ypi ◦ ϕ

−1
a,b.

Hence for every multi index α = α1 + α2, where α1 includes all the derivatives
with respect to the indices i while α2 those with respect to p’s, it holds

(1) ∂α1+α2(ϕa,b∗s)(0) = a−1−|α1|b1−|α2|∂α1+α2s(0).

Proposition. Let H : FMm,n → FM be an arbitrary bundle functor while
G : FMm,n → FM is either the identity functor or the functor J1 or the vertical
tangent bundle V . Then every natural operator D : J1  (G,H) defined on all
sections of the first jet prolongations has finite order.

Proof. If G = IdFMm,n
, then we can take b = 1, a > 0 and corollary 23.4

together with (1) imply the assertion. The same choice of a and b leads also to
the case G = J1, for J1ϕa,b(y

p
i ) = a−1ypi on the standard fiber over 0 ∈ Rm+n.

In the third case we have to be more careful. On the standard fiber Rn of
V Rm+n we have V ϕa,b(ξp) = (bξp). Let us fix some r ∈ N and choose a = b−r,
0 < b < 1 arbitrary. Then

|∂α1+α2(ϕa,b∗s)(0)| = br(1+|α1|)+1−|α2||∂α1+α2s(0)|

and so for all |α| ≤ r we get

|∂α(ϕa,b∗s)(0)| ≤ b|∂αs(0)|.
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Hence also in this case corollary 23.4 implies our assertion. �

At the end of this section, we illustrate on two examples how bad things
may be. First we construct a natural operator which essentially depends on
infinite jets and the next example presents a non-regular natural operator. This
contrasts the results on bundle functors where the regularity follows from the
other axioms.

23.8. Example. Consider the bundle functor F = T ⊕ T ∗ : Mfm →Mf and
let G be the bundle functor defined by GM = M × R, Gf = f × idR, for all
m-dimensional manifolds M and local diffeomorphisms f , i.e. ‘the bundle of real
functions’. The contraction defines a natural function, i.e. a natural operator
F  G, of order zero. The composition with any fixed real function R → R

is a natural transformation G → G and also the addition G ⊕ G
+−→ G and

multiplication G ⊕ G .−→ G are natural transformations. Moreover, there is the
exterior differential d : G T ∗, a natural operator of order 1.

By induction, let us define operators Dk : T ⊕ T ∗ → G. We set

(D0)M (X,ω) = iXω and (Dk+1)M (X,ω) = iX
(
d
(
(Dk)M (X,ω)

))
for k = 0, 1, . . . . Further, consider a smooth function a : R2 → R satisfying
a(t, x) 6= 0 if and only if |x| > t > 0. We define

DM (X,ω) =
∞∑
k=0

(
a(k,−) ◦ (iXω)

)
.
(
(Dk)M (X,ω)

)
.

Since the sum is locally finite for every (X,ω) ∈ C∞(FM), this is a natural
operator of infinite order.

23.9. Example. Consider once more the bundle functors F , G and operators
Dk from example 23.8. Let a and g : R2 → R be the functions used in 19.15.
We shall modify operator D from example 19.15 to get a non-regular natural
operator. Let us define operators DM : C∞(FM) C∞(GM) by

DM (X,ω) =
∞∑
k=0

(
a(k,−) ◦ g ◦ ((iXω)× (iXd(iXω)))

)
.
(
(Dk)M (X,ω)

)
for all (X,ω) ∈ C∞(T ⊕ T ∗M). We have used only natural operators in our
construction, but, unfortunately, the values DM (X,ω) need not be smooth (or
even defined) if dimension m is greater then one. This is caused by the infinite
value of lim supx→(0,1) g(x). But if m = 1, then all values are smooth and the
systemDM satisfies all axioms of natural operators except the regularity. Indeed,
it suffices to verify the smoothness of the values of DR. But if (iXω)(t0) = 0
and (iXd(iXω))(t0) = 1, i.e. X(t0) d

dx (Xω)(t0) = 1, then d
dx (Xω)(t0) 6= 0 and

therefore the curve
t 7→

(
(Xω)(t), X

d

dx
(Xω)(t)

)
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lies on a neighborhood of t0 inside the unit circles centered in (−1, 1) and (1, 1).
Hence DR(X,ω) = 0 on some neighborhood of t0.

Let us note that our operator D is not only non-regular, but also of infinite
order and it shows that the assertion of lemma 23.3 does not hold for all maps
s ∈ DCα , in general. A non-regular natural operator of order 4 on Riemannian
metrics for dimension m = 2 can be found in [Epstein, 75].

23.10. If we consider natural operators D : F  (G1, G2) with domains formed
by all sections of the bundles FM → M , then we can use the regularity of
D and apply the stronger version of nonlinear Peetre theorem 19.10 instead of
19.7 in the proof of 23.3. Hence we do not need the invariance of the section s.
Consequently, the assertion of lemma 23.3 holds for all sections s ∈ ECα . That
is why, under the assumptions of corollary 23.4 we can strengthen its assertion.

Corollary. Let s ∈ C∞(FCα) be a section and K ⊂ Z be a compact set.
Assume that for every order r ∈ N, every neighborhood V of jr0αs in Erα ⊂ T rnQα,
every relatively compact neighborhood K ′ of K and every couple (jr0αq, z) ∈
Erα×Zα there is an element g ∈ G∞α such that g∗(jr0αq, z) ∈ V ×K

′. Then every
natural operator D : F  (G1, G2) has a finite order on all objects of type α.

Remarks

The general setting for bundle functors and natural operators extends the
original categorical approach to geometric objects and operators due to [Nijen-
huis, 72] and we follow mainly [Kolář, 90] and partially [Slovák, 91].

The multilinear version of Peetre theorem, proved in [Cahen, De Wilde, Gutt,
80], seems to be the first non-linear generalization of the famous Peetre theorem,
[Peetre, 60]. The study of general nonlinear operators started in [Chrastina, 87]
and [Slovák, 87b]. The original aim of the nonlinear version 19.7, first proved in
[Slovák, 87b], was the reduction of the problem of finding natural operators to a
finite order. The pure analytical results were further generalized and completed
in a setting of Hölder-continuous maps and metric spaces in [Slovák, 88] and
it became clear that they should help to unify the approach to the finiteness
of the orders of both natural operators and bundle functors and to avoid the
original manipulation with infinite dimensional Lie algebras, see [Palais, Terng,
77]. Let us remark that nearly all categories over manifolds used in differential
geometry are admissible and locally flat, however the verification of the Whitney
extendibility might present a serious analytical problem in concrete examples.
In the most technical part of the description of bundle functors, i.e. in the proof
of the regularity, we mainly follow [Mikulski, 85] which generalizes the original
proof due to [Epstein, Thurston, 79] to natural bundles with infinite dimensional
values. Let us point out that our proof also applies to continuous regularity of
bundle functors on the categories in question with values in infinite dimensional
manifolds.

Our sharp estimate on the orders of jet groups acting on manifolds is a gener-
alization of [Zajtz, 87], where similar results are obtained for the full group Grm.
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The results on the order of bundle functors on FMm follow some ideas from
[Kolář, Slovák, 89] and [Mikulski, 89 a, b]. The methods used in our discussion
on the order of natural operators never exploit the regularity of the natural op-
erators which we have incorporated into our definition. So the results of section
23 can be applied to non-regular natural operators which can also be classified
in some concrete situations.
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CHAPTER VI.
METHODS FOR FINDING
NATURAL OPERATORS

We present certain general procedures useful for finding some equivariant
maps and we clarify their application by solving concrete geometric problems.
The equivariance with respect to the homotheties in GL(m) gives frequently a
homogeneity condition. The homogeneous function theorem reads that under
certain assumptions a globally defined smooth homogeneous function must be
polynomial. In such a case the use of the invariant tensor theorem and the
polarization technique can specify the form of the polynomial equivariant map
up to such an extend, that all equivariant maps can then be determined by
direct evaluation of the equivariance condition with respect to the kernel of
the jet projection Grm → G1

m. We first deduce in such a way that all natural
operators transforming linear connections into linear connections form a simple
3-parameter family. Then we strengthen a classical result by Palais, who deduced
that all linear natural operators ΛpT ∗ → Λp+1T ∗ are the constant multiples of
the exterior derivative. We prove that for p > 0 even linearity follows from
naturality. We underline, as a typical feature of our procedures, that in both
cases we first have guaranteed by the results from chapter V that the natural
operators in question have finite order. Then the homogeneous function theorem
implies that the natural operators have zero order in the first case and first
order in the second case. In section 26 we develop the smooth version of the
tensor evaluation theorem. As the first application we determine all natural
transformations TT ∗ → T ∗T . The result implies that, unlike to the case of
cotangent bundle, there is no natural symplectic structure on the tangent bundle.

As an example of a natural operator related with fibered manifolds we discuss
the curvature of a general connection. An important tool here is the generalized
invariant tensor theorem, which describes all GL(m)×GL(n)-invariant tensors.
We deduce that all natural operators of the curvature type are the constant
multiples of the curvature and that all such operators on a pair of connections
are linear combinations of the curvatures of the individual connections and of
the so-called mixed curvature of both connections. The next section is devoted
to the orbit reduction. We develop a complete version of the classical reduction
theorem for linear symmetric connections and Riemannian metrics, in which
the factorization procedure is described in terms of the curvature spaces and
the Ricci spaces. The so-called method of differential equations is based on the
simple fact that on the Lie algebra level the equivariance condition represents
a system of partial differential equations. As an example we deduce that the
only first order natural operator transforming Riemannian metrics into linear
connections is the Levi-Cività operator. But we apply the method of differential
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equations only in the first part of the proof, while in the final step a direct
geometric consideration is used.

24. Polynomial GL(V )-equivariant maps

24.1. We first deduce a result on the globally defined smooth homogeneous
functions, which is useful in the theory of natural operators.

Consider a product V1 × . . . × Vn of finite dimensional vector spaces. Write
xi ∈ Vi, i = 1, . . . , n.

Homogeneous function theorem. Let f(x1, . . . , xn) be a smooth function
defined on V1 × . . .× Vn and let ai > 0, b be real numbers such that

(1) kbf(x1, . . . , xn) = f(ka1x1, . . . , k
anxn)

holds for every real number k > 0. Then f is a sum of the polynomials of degree
di in xi satisfying the relation

(2) a1d1 + · · ·+ andn = b.

If there are no non-negative integers d1, . . . , dn with the property (2), then f is
the zero function.

Proof. First we remark that if f satisfies (1) with b < 0, then f is the zero
function. Indeed, if there were f(x1, . . . , xn) 6= 0, then the limit of the right-
hand side of (1) for k → 0+ would be f(0, . . . , 0), while the limit of the left-hand
side would be improper.

In the case b ≥ 0 we write a = min(a1, . . . , an) and r =
[
b
a

]
(=the integer

part of the ratio b
a ). Consider some linear coordinates xji on each Vi. We claim

that all partial derivatives of the order r + 1 of every function f satisfying (1)
vanish identically. Differentiating (1) with respect to xji , we obtain

kb
∂f(x1, . . . , xn)

∂xji
= kai

∂f(ka1x1, . . . , k
anxn)

∂xji
.

Hence for ∂f
∂xji

we have (1) with b replaced by b − ai. This implies that every
partial derivative of the order r + 1 of f satisfies (1) with a negative exponent
on the left-hand side, so that it is the zero function by the above remark.

Since all the partial derivatives of f of order r + 1 vanish identically, the
remainder in the r-th order Taylor expansion of f at the origin vanishes identi-
cally as well, so that f is a polynomial of order at most r. For every monomial
xα1

1 . . . xαnn of degree |αi| in xi, we have

(ka1x1)α1 . . . (kanxn)αn = ka1|α1|+···+an|αn|xα1
1 . . . xαnn .

Since k is an arbitrary positive real number, a non-zero polynomial satisfies (1)
if and only if (2) holds. �
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24.2. Remark. The assumption ai > 0, i = 1, . . . , n in the homogeneous
function theorem is essential. We shall see in section 26 that e.g. all smooth
functions f(x, y) of two independent variables satisfying f(kx, k−1y) = f(x, y)
for all k 6= 0 are of the form ϕ(xy), where ϕ(t) is any smooth function of one
variable. In this case we have a1 = 1, a2 = −1, b = 0.

24.3. Invariant tensors. Consider a finite dimensional vector space V with
a linear action of a group G. The induced action of G on the dual space V ∗ is
given by

〈av∗, v〉 = 〈v∗, a−1v〉

for all v ∈ V , v∗ ∈ V ∗, a ∈ G. In any linear coordinates, if av = (aijv
j), then

av∗ = (ãjiv
∗
j ), where ãij denotes the inverse matrix to aij . Moreover, if we have

some linear actions of G on vector spaces V1, . . . , Vn, then there is a unique linear
action of G on the tensor product V1 ⊗ · · · ⊗ Vn satisfying g(v1 ⊗ · · · ⊗ vn) =
(gv1)⊗· · ·⊗ (gvn) for all v1 ∈ V1, . . . , vn ∈ Vn, g ∈ G. The latter action is called
the tensor product of the original actions.

In particular, every tensor product ⊗rV ⊗ ⊗qV ∗ is considered as a GL(V )-
space with respect to the tensor product of the canonical action of GL(V ) on V
and the induced action of GL(V ) on V ∗.

Definition. A tensor B ∈ ⊗rV ⊗ ⊗qV ∗ is said to be invariant, if aB = B for
all a ∈ GL(V ).

The invariance of B with respect to the homotheties in GL(V ) yields kr−qB =
B for all k ∈ R \ {0}. This implies that for r 6= q the only invariant tensor is the
zero tensor. An invariant tensor from ⊗rV ⊗ ⊗rV ∗ will be called an invariant
tensor of degree r. For every s from the group Sr of all permutations of r
letters we define Is ∈ ⊗rV ⊗⊗rV ∗ to be the result of the permutation s of the
superscripts of

(1) I id = idV ⊗ · · ·⊗︸ ︷︷ ︸
r-times

idV .

In coordinates, Is = (δis(1)
j1

. . . δ
is(r)
jr

). The tensors Is, which are clearly invariant,
are called the elementary invariant tensors of degree r. Obviously, if we replace
the permutation of superscripts in (1) by the permutation of subscripts, we
obtain the same collection of the elementary invariant tensors of degree r.

24.4. Invariant tensor theorem. Every invariant tensor B of degree r is a
linear combination of the elementary invariant tensors of degree r.

Proof. The condition for B = (bi1...irj1...jr
) ∈ ⊗rRm ⊗⊗rRm∗ to be invariant reads

(1) ai1k1
. . . airkrb

k1...kr
l1...lr

= bi1...irj1...jr
aj1l1 . . . a

jr
lr

for all aij ∈ GL(m). To delete the a’s, we rewrite (1) as

aj1k1
. . . ajrkrδ

i1
j1
. . . δirjrb

k1...kr
l1...lr

= bi1...irj1...jr
δk1
l1
. . . δkrlr a

j1
k1
. . . ajrkr .
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Comparing the coefficients by the individual monomials in aij , we obtain the
following equivalent form of (1)

(2)
∑
s∈Sr

δi1js(1)
. . . δirjs(r)b

ks(1)...ks(r)
l1...lr

=
∑
s∈Sr

δ
ks(1)

l1
. . . δ

ks(r)
lr

bi1...irjs(1)...js(r)
.

The case r ≤ m is very simple. Set cs = b1...rs(1)...s(r). If we put i1 = 1, . . . , ir = r,
j1 = 1, . . . , jr = r in (2), then the only non-zero term on the left-hand side
corresponds to s = id. This yields

(3) bk1...kr
l1...lr

=
∑
s∈Sr

csδ
ks(1)

l1
. . . δ

ks(r)
lr

which is the coordinate form of our theorem.
For r > m we have to use a more complicated procedure (due to [Gurevich,

48]). In this case, the coefficients cs in (3) are not uniquely determined. This
follows from the fact that for r > m the system of m2r equations in r! variables
zs

(4)
∑
s∈Sr

δi1js(1)
. . . δirjs(r)zs = 0

has non-zero solutions. Indeed, in this case e.g. every tensor

(5) cδi1[j1 . . . δ
im+1

jm+1]δ
im+2
jm+2

. . . δirjr

(where the square bracket denotes alternation) is the zero tensor, since among
every j1, . . . , jm+1 at least two indices coincide. Hence (5) expresses the zero
tensor as a non-trivial linear combination of the elementary invariant tensors.

Let zαs , α = 1, . . . , q be a basis of the solutions of (4). Consider the linear
equations

(6)
∑
s∈Sr

zαs zs = 0 α = 1, . . . , q.

To deduce that the rank of the system (4) and (6) is r!, it suffices to prove that
this system has the zero solution only. Let z0

s be a solution of (4) and (6). Since
z0
s satisfy (4), there are kα ∈ R such that

(7) z0
s =

q∑
α=1

kαz
α
s .

Since z0
s satisfy (6) as well, they annihilate the linear combination

q∑
α=1

kα
(∑
s∈Sr

zαs z
0
s

)
= 0.
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By (7) the latter relation means
∑
s∈Sr (z

0
s)2 = 0, so that all z0

s vanish.
In this situation, we can formulate a lemma:
Let r! tensors Xs ∈ ⊗rRm ⊗⊗rRm∗, s ∈ Sr, satisfy the equations

(8)
∑
s∈Sr

δi1js(1)
. . . δirjs(r)Xs =

∑
s∈Sr

ci1...irjs(1)...js(r)
Is

with some real coefficients ci1...irjs(1)...js(r)
and

(9)
∑
s∈Sr

zαsXs = 0 α = 1, . . . , q

Then every Xs is a linear combination of the elementary invariant tensors.
Indeed, since the system (4) and (6) has rank r! and the equations (6) are

linearly independent, there is a subsystem (4’) in (4) such that the system (4’)
and (6) has non-zero determinant. Let (8’) be the subsystem in (8) corresponding
to (4’). Then we can apply the Cramer rule for modules to the system (8’) and
(9). This yields that every Xs is a linear combination of the right-hand sides,
which are linearly generated by the elementary invariant tensors.

Now we can complete the proof of our theorem. Let B be an invariant tensor
and Bs be the result of permutation s on its superscripts. Then (2) can be
rewritten as

(10)
∑
s∈Sr

δi1js(1)
. . . δirjs(r)B

s =
∑
s∈Sr

bi1...irjs(1)...js(r)
Is.

Contract the zero tensor
∑
s∈Sr δ

i1
js(1)

. . . δirjs(r)z
α
s , α = 1, . . . , q, with undeter-

mined xj1...jr . This yields the algebraic relations

(11)
∑
s∈Sr

zαs xis(1)...is(r) = 0.

In particular, for xi1...ir = bi1...irj1...jr
with parameters j1, . . . , jr we obtain

(12)
∑
s∈Sr

zαs B
s = 0 α = 1, . . . , q.

Applying the above lemma to (10) and (12) we deduce that B is a linear com-
bination of the elementary invariant tensors. �

24.5. Remark. The invariant tensor theorem follows directly from the classifi-
cation of all relative invariants of GL(m,Ω) with p vectors in Ωm and q covectors
in Ωm∗ given in section 2.7 of [Dieudonné, Carrell, 71], p. 29. But Ω is assumed
to be an algebraically closed field there and the complexification procedure is
rather technical in this case. That is why we decided to present a more elemen-
tary proof, which fits better to the main line of our book.
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24. Polynomial GL(V )-equivariant maps 217

24.6. Having two vector spaces V and W , there is a canonical bijection between
the linear maps f : V → W and the elements f⊗ ∈ W ⊗ V ∗ given by f(v) =
〈f⊗, v〉 for all v ∈ V . The following assertion is a direct consequence of the
definition.

Proposition. A linear map f : ⊗p V ⊗ ⊗qV ∗ → ⊗rV ⊗ ⊗tV ∗ is GL(V )-
equivariant if and only if f⊗ ∈ ⊗r+qV ⊗⊗p+tV ∗ is an invariant tensor.

24.7. In several cases we can combine the use of the homogeneous function the-
orem and the invariant tensor theorem to deduce all smooth GL(V )-equivariant
maps of certain types. As an example we determine all smooth GL(V )-equivar-
iant maps of ⊗rV into itself. Having such a map f : ⊗r V → ⊗rV , the equivari-
ance with respect to the homotheties in GL(V ) gives krf(x) = f(krx). Since the
only solution of rd = r is d = 1, the homogeneous function theorem implies f is
linear. Then the invariant tensor theorem and 24.6 yield that all smooth GL(V )-
equivariant maps ⊗rV → ⊗rV are the linear combinations of the permutations
of indices.

24.8. If we study the symmetric and antisymmetric tensor powers, we can ap-
ply the invariant tensor theorem when taking into account that the tensor sym-
metrization Sym: ⊗r V → SrV and alternation Alt : ⊗r V → ΛrV as well as the
inclusions SrV ↪→ ⊗rV and ΛrV ↪→ ⊗rV are equivariant maps. We determine
in such a way all smooth GL(V )-equivariant maps SrV → SrV . Consider the
diagram

SrV
u

Sym
z

u i
w

f
SrV
u

Sym
y

ui
⊗rV w

ϕ ⊗rV

Then ϕ = i ◦ f ◦ Sym: ⊗r V → ⊗rV is an equivariant map and it holds f =
Sym ◦ ϕ ◦ i. Using 24.7, we deduce

(1) all smooth GL(V )-maps SrV → SrV are the constant multiples of the
identity.

Quite similarly one obtains the following simple assertions.
All smooth GL(V )-maps

(2) ΛrV → ΛrV are the constant multiples of the identity,

(3) ⊗rV → SrV are the constant multiples of the symmetrization,

(4) ⊗rV → ΛrV are the constant multiples of the alternation,

(5) SrV → ⊗rV and ΛrV → ⊗rV are the constant multiples of the inclusion.

24.9. In the next section we shall need all smooth GL(m)-equivariant maps
of Rm ⊗ Rm∗ ⊗ Rm∗ into itself. Let f ijk(xlmn) be the components of such a
map f . Consider first the homotheties 1

k δ
i
j in GL(m). The equivariance of f

with respect to these homotheties yields kf(x) = f(kx). By the homogeneous
function theorem, f is a linear map. The corresponding tensor f⊗ is invariant
in ⊗3

R
m ⊗⊗3

R
m∗. Hence f⊗ is a linear combination of all six permutations of
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the tensor products of the identity maps, i.e.

f ijk =
(
a1δ

i
jδ
m
k δ

n
l + a2δ

i
jδ
m
l δ

n
k + a3δ

i
kδ
m
j δ

n
l

+ a4δ
i
kδ
m
l δ

n
j + a5δ

i
lδ
m
j δ

n
k + a6δ

i
lδ
m
k δ

n
j

)
xlmn

a1, . . . , a6 ∈ R. Thus, all smooth GL(m)-maps of Rm ⊗ Rm∗ ⊗ Rm∗ into itself
form the following 6-parameter family

f ijk = a1δ
i
jx
l
kl + a2δ

i
jx
l
lk + a3δ

i
kx

l
jl + a4δ

i
kx

l
lj + a5x

i
jk + a6x

i
kj .

24.10. The invariant tensor theorem can be used for finding the polynomial
equivariant maps, if we add the standard polarization technique. We present
the basic general facts according to [Dieudonné, Carrell, 71].

Let V and W be two finite dimensional vector spaces. A map f : V → W is
called polynomial, if in its coordinate expression

f(xivi) = fp(xi)wp

in a basis (vi) of V and a basis (wp) of W the functions fp(xi) are polynomial.
One sees directly that such a definition does not depend on the choice of both
bases.

We recall that for a multi index α = (α1, . . . , αm) of range m = dimV we
write

xα = (x1)α1 . . . (xm)αm .

The degree of monomial xα is |α|. A linear combination of the monomials of the
same degree r is called a homogeneous polynomial of degree r. Every polynomial
map f : V →W is uniquely decomposed into the homogeneous components

f = f0 + f1 + · · ·+ fr.

Consider a group G acting linearly on both V and W .

Proposition. Each homogeneous component of an equivariant polynomial map
f : V →W is also equivariant.

Proof. This follows directly from the fact that the actions of G on both V and
W are linear. �

24.11. In the same way one introduces the notion of a polynomial map

f : V1 × . . .× Vn →W

of a finite product of finite dimensional vector spaces into W . Let xi ∈ Vi and
αi be a multi index of range mi = dimVi, i = 1, . . . , n. A monomial

xα1
1 . . . xαnn

is said to be of degree (|α1|, . . . , |αn|). The multihomogeneous component
f(r1,... ,rn) of degree (r1, . . . , rn) of a polynomial map f : V1 × . . . × Vn → W
consists of all monomials of this degree in f .

Having a group G acting linearly on all V1, . . . , Vn and W , one deduces quite
similarly to 24.10
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24. Polynomial GL(V )-equivariant maps 219

Proposition. Each multihomogeneous component of an equivariant polynomial
map f : V1 × . . .× Vn →W is also equivariant.

24.12. Let f : V → R be a homogeneous polynomial of degree r. Its first
polarization P1f : V ×V → R is defined as the coefficient by t in Taylor’s formula

(1) f(x+ ty) = f(x) + t P1f(x, y) + · · ·
The coordinate expression of P1f(x, y) is ∂f

∂xi y
i. Since f is homogeneous of

degree r, Euler’s theorem implies

P1f(x, x) = rf(x).

The second polarization P2f(x, y1, y2) : V × V × V → R is defined as the first
polarization of P1f(x, y1) with fixed values of y1. By induction, the i-th polar-
ization Pif(x, y1, . . . , yi) of f is the first polarization of Pi−1f(x, y1, . . . , yi−1)
with fixed values of y1, . . . , yi−1. Obviously, the r-th polarization Prf is inde-
pendent on x and is linear and symmetric in y1, . . . , yr. The induced linear map
Pf : SrV → R is called the total polarization of f . An iterated application of
the Euler formula gives

r! f(x) = Pf(x⊗ · · ·⊗︸ ︷︷ ︸
r-times

x).

The concept of polarization is extended to a homogeneous polynomial map
f : V →W of degree r by applying this procedure to each component of f with

respect to a basis of W . Thus, the i-th polarization of f is a map Pif :
i+1
× V →W

and the total polarization of f is a linear map Pf : SrV → W . Let a group G
act linearly on both V and W .

Proposition. If f : V →W is an equivariant homogeneous polynomial map of

degree r, then every polarization Pif :
i+1
× V →W as well as the total polarization

Pf are also equivariant.

Proof. The first polarization is given by formula 24.12.(1). Since f is equivari-
ant, we have f(gx + tgy) = gf(x + ty) for all g ∈ G. Then 24.12.(1) implies
g P1f(x, y) = P1f(gx, gy). By iteration we deduce the same result for the i-th
polarization. The equivariance of the r-th polarization implies the equivariance
of the total polarization. �

24.13. The same construction can be applied to a multihomogeneous polyno-
mial map f : V1× . . .×Vn →W of degree (r1, . . . , rn). For any (i1, . . . , in), i1 ≤
r1, . . . , in ≤ rn, we define the multipolarization P(i1,... ,in)f of type (i1, . . . , in) by
constructing the corresponding polarization of f in each component separately.
Hence

P(i1,... ,in)f :
i1+1
× V1 × . . .×

in+1
× Vn →W.

The multipolarization P(r1,... ,rn)f induces a linear map

Pf : Sr1V1 ⊗ · · · ⊗ SrnVn →W

called the total polarization of f .
Given a linear action of a group on V1, . . . , Vn, W , the following assertion is

a direct analogy of proposition 24.12.
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Proposition. If f : V1×. . .×Vn →W is an equivariant multihomogeneous poly-
nomial map, then all its multipolarizations P(i1,... ,in)f and its total polarization
Pf are also equivariant.

24.14. Example. The simplest example for the polarization technique is the
problem of finding all smooth GL(V )-equivariant maps f : V → ⊗rV . Using
the homotheties in GL(V ), we obtain krf(x) = f(kx). By the homogeneous
function theorem, f is a homogeneous polynomial map of degree r. Its total
polarization is an equivariant map Pf : SrV → ⊗rV . By 24.8.(5), Pf is a
constant multiple of the inclusion SrV ↪→ ⊗rV . Hence all smooth GL(V )-
equivariant maps V → ⊗rV are of the form x 7→ k(x⊗ · · · ⊗ x), k ∈ R.

25. Natural operators on linear connections,
the exterior differential

25.1. Our first geometrical application of the general methods deals with the
natural operators transforming the linear connections on an m-dimensional man-
ifold M into themselves. In 17.7 we denoted by QP 1M the connection bundle
of the first order frame bundle P 1M of M . This is an affine bundle modelled on
vector bundle TM ⊗ T ∗M ⊗ T ∗M . The linear connections on M coincide with
the sections of QP 1M . Obviously, QP 1 is a second order bundle functor on the
category Mfm of all m-dimensional manifolds and their local diffeomorphisms.

25.2. We determine all natural operators QP 1  QP 1. Let S be the torsion
tensor of a linear connection Γ ∈ C∞(QP 1M), see 16.2, let Ŝ be the contracted
torsion tensor and let I be the identity tensor of TM ⊗ T ∗M . Then S, I ⊗ Ŝ
and Ŝ ⊗ I are three sections of TM ⊗ T ∗M ⊗ T ∗M .

Proposition. All natural operators QP 1  QP 1 form the following 3-para-
meter family

(1) Γ + k1S + k2I ⊗ Ŝ + k3Ŝ ⊗ I, k1, k2, k3 ∈ R.

Proof. In the canonical coordinates xi, xij on P 1
R
m, the equations of a principal

connection Γ are

(2) dxij = Γilk(x)xljdx
k

where Γijk are any smooth functions on Rm. From (2) we obtain the action of
G2
m on the standard fiber F0 = (QP 1

R
m)0

(3) Γ̄ijk = ailΓ
l
mnã

m
j ã

n
k + ailmã

l
j ã
m
k

see 17.7. The proof will be performed in 3 steps, which are typical for a wider
class of naturality problems.
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Step I. The zero order operators correspond to the G2
m-equivariant maps

f : F0 → F0. The group G2
m is a semidirect product of the kernel K of the

jet projection G2
m → G1

m, the elements of which satisfy aij = δij , and of the
subgroup i(G1

m), the elements of which are characterized by aijk = 0. By (3),
F0 with the action of i(G1

m) coincides with Rm⊗Rm∗⊗Rm∗ with the canonical
action of GL(m). We have deduced in 24.9 that all GL(m)-equivariant maps of
R
m ⊗ Rm∗ ⊗ Rm∗ into itself form the 6-parameter family

(4) f ijk = a1δ
i
jx
l
kl + a2δ

i
jx
l
lk + a3δ

i
kx

l
jl + a4δ

i
kx

l
lj + a5x

i
jk + a6x

i
kj .

The equivariance of (4) with respect to K then yields

(5) aijk = (a1 + a2)δija
l
lk + (a3 + a4)δika

l
lj + (a5 + a6)aijk.

This is a polynomial identity in aijk. For m ≥ 2, (5) is equivalent to a1 +a2 = 0,
a3 + a4 = 0, a5 + a6 = 1. From 16.2 we find easily S = (Γijk − Γikj) =: (Sijk), so
that I ⊗ Ŝ = (δijS

l
lk) and Ŝ ⊗ I = (δikS

l
lj). Hence (5) implies (1). For m = 1, we

have only one quantity a1
11, so that (5) gives 1 = a1 + a2 + a3 + a4 + a5 + a6.

But it is easy to check this leads to the same geometrical result (1).
Step II. The r-th order natural operators QP 1  QP 1 correspond to the

Gr+2
m -equivariant maps from (JrQP 1

R
m)0 into F0. Denote by Γs the collection

of all s-th order partial derivatives Γijk,l1,... ,ls , s = 1, . . . , r. According to 14.20,
the action of i(G1

m) ⊂ Gr+2
m on every Γs is tensorial. Using the equivariance

with respect to the homotheties in G1
m, we obtain a homogeneity condition

k f(Γ,Γ1, . . . ,Γr) = f(kΓ, k2Γ1, . . . , k
r+1Γr).

By the homogeneous function theorem, f is a polynomial of degree d0 in Γ and
ds in Γs such that

1 = d0 + 2d1 + · · ·+ (r + 1)dr.

Obviously, the only possibility is d0 = 1, d1 = · · · = dr = 0. This implies that f
is independent of Γ1, . . . ,Γr, so that we get the case I.

Step III. In example 23.6 we deduced that every natural operator QP 1  QP 1

has finite order. This completes the proof. �

25.3. Rigidity of the torsion-free connections. Let QτP 1M → M be the
bundle of all torsion-free (in other words: symmetric) linear connections on M .
The symmetrization Γ 7→ Γ− 1

2S of linear connections is a natural transformation
σ : QP 1 → QτP

1 satisfying σ ◦ i = idQτP 1 , where i : QτP 1 → QP 1 is the
inclusion. Hence for every natural operator A : QτP 1  QτP

1, B = i ◦ A ◦ σ
is a natural operator QP 1  QP 1, i.e. one of the list 25.2.(1). By this list,
B(Γ) = Γ for every symmetric connection. This implies that the only natural
operator QτP

1  QτP
1 is the identity.
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25.4. The exterior differential of p-forms is a natural operator d : ΛpT ∗  
Λp+1T ∗. The oldest result on natural operators is a theorem by Palais, who
deduced that all linear natural operators ΛpT ∗  Λp+1T ∗ are the constant mul-
tiples of the exterior differential only, [Palais, 59]. Using a similar procedure as
in the proof of proposition 25.2, we deduce that for p > 0 even linearity follows
from naturality.

Proposition. For p > 0, all natural operators ΛpT ∗  Λp+1T ∗ are the constant
multiples kd of the exterior differential d, k ∈ R.

Proof. The canonical coordinates on ΛpRm∗ are bi1...ip =: b antisymmetric in all
subscripts and the action of GL(m) is

(1) b̄i1...ip = bj1...jp ã
j1
i1
. . . ã

jp
ip
.

The induced coordinates on F1 = J1
0 ΛpT ∗Rm are bi1...ip,ip+1 =: b1. One evaluates

easily that the action of G2
m on F1 is given by (1) and

(2)
b̄i1...ip,i = bj1...jp,j ã

j1
i1
. . . ã

jp
ip
ãji + bj1...jp ã

j1
i1i
. . . ã

jp
ip

+

· · ·+ bj1...jp ã
j1
i1
. . . ã

jp
ipi
.

The action of GL(m) on Λp+1
R
m∗ is

(3) c̄i1...ip+1 = cj1...jp+1 ã
j1
i1
. . . ã

jp+1
ip+1

.

Step I. The first order natural operators are in bijection with G2
m-maps

f : F1 → Λp+1
R
m∗. Consider first the equivariance of f with respect to the

homotheties in i(G1
m). This gives a homogeneity condition

(4) kp+1f(b, b1) = f(kpb, kp+1b1).

For p > 0, f must be a polynomial of degrees d0 in b and d1 in b1 such that
p+ 1 = pd0 + (p+ 1)d1. For p > 1 the only possibility is d0 = 0, d1 = 1, i.e. f is
linear in b1. By 24.8.(4), the equivariance of f with respect to the whole group
i(G1

m) implies

(5) c̄i1...ip+1 = k b[i1...ip,ip+1] k ∈ R.
For p = 1, there is another possibility d0 = 2, d1 = 0. But 24.8 and the
polarization technique yield that the only smooth GL(m)-map of S2

R
m∗ into

Λ2
R
m∗ is the zero map. Thus all first order natural operators are of the form

(5), which is the coordinate expression of kd.
Step II. Every r-th order natural operator is determined by a Gr+1

m -map
f : Fr := Jr0 ΛpT ∗Rm → Λp+1

R
m∗. Denote by bs the collection of all s-th order

coordinates bi1...ip,j1...js induced on Fr, s = 1, . . . , r. According to 14.20 the
action of i(G1

m) ⊂ Gr+1
m on every bs is tensorial. Using the equivariance with

respect to the homotheties in G1
m, we obtain

kp+1f(b, b1, . . . , br) = f(kpb, kp+1b1, . . . , k
p+rbr).

This implies that f is independent of b2, . . . , br. Hence the r-th order natural
operators are reduced to the case I for every r > 1.

Step III. In example 23.6 we deduced that every natural operator ΛpT ∗  
Λp+1T ∗ has finite order. �
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25.5. Remark. For p = 0 the homogeneity condition 25.4.(4) yields f =
ϕ(b)b1, b, b1 ∈ R, where ϕ is any smooth function of one variable. Hence all
natural operators Λ0T ∗  Λ1T ∗ are of the form g 7→ ϕ(g)dg with an arbitrary
smooth function ϕ : R→ R.

26. The tensor evaluation theorem

26.1. We first formulate an important special case. Consider the product

Vk,l := V

k-times︷ ︸︸ ︷
× . . .×V × V ∗

l-times︷ ︸︸ ︷
× . . .×V ∗

of k copies of a vector space V and of l copies of its dual V ∗. Let 〈 , 〉 : V×V ∗ → R

be the evaluation map 〈x, y〉 = y(x). The following assertion gives a very useful
description of all smooth GL(V )-invariant functions

f(xα, yλ) : Vk,l → R, α = 1, . . . , k, λ = 1, . . . , l.

Proposition. For every smooth GL(V )-invariant function f : Vk,l → R there
exists a smooth function g(zαλ) : Rkl → R such that

(1) f(xα, yλ) = g(〈xα, yλ〉).
We remark that this result can easily be proved in the case k ≤ m = dimV (or

l ≤ m by duality). Consider first the case k = m. Let e1, . . . , em be a basis of
V and e1, . . . , em be the dual basis of V ∗. Write Zλ = z1λe

1 + · · ·+ zkλe
k ∈ V ∗

and define
g(z11, . . . , zkl) = f(e1, . . . , ek, Z1, . . . , Zl).

Assume x1, . . . , xm are linearly independent vectors. Hence there is a linear
isomorphism transforming e1, . . . , ek into x1, . . . , xk. Since we have

yλ = 〈e1, yλ〉e1 + · · ·+ 〈em, yλ〉em,
f(xi, yλ) = g(〈xi, yλ〉) follows from the invariance of f . But the subset with lin-
early independent x1, . . . , xm is dense in Vm,l and f and g are smooth functions,
so that the latter relation holds everywhere. In the case k < m, f : Vk,l → R

can be interpreted as a function Vm,l → R independent of (k + 1)-st up to m-
th vector components. This function is also GL(V )-invariant. Hence there is
a smooth function G(ziλ) : Rml → R satisfying f(xi, yλ) = G(〈xi, yλ〉). Put
g(ziλ) = G(ziλ, 0). Since f is independent of xk+1, . . . , xm, we can set xk+1 =
0, . . . , xm = 0. This implies (1).

However, in the case m < min(k, l), the function g need not to be uniquely
determined. For example, in the extreme case m = 1 our proposition asserts
that for every smooth function f(x1, . . . , xk, y1, . . . , yl) of k + l scalar variables
satisfying

f(x1, . . . , xk, y1, . . . , yl) = f(cx1, . . . , cxk,
1
cy1, . . . ,

1
cyl)

for all 0 6= c ∈ R, there exists a smooth function g : Rkl → R such that
f(x1, . . . , xk, y1, . . . , yl) = g(x1y1, . . . , xkyl). Even this is a non-trivial ana-
lytical problem.
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26.2. In general, consider k copies of V and a finite number of tensor products
⊗pV ∗, . . . ,⊗qV ∗ of V ∗. (Proposition 26.1 corresponds to the case p = 1, . . . , q =
1.) Write xi for the elements of the i-th copy of V and a ∈ ⊗pV ∗, . . . , b ∈
⊗qV ∗. Denote by a(xi1 , . . . , xip) or . . . or b(xj1 , . . . , xjq ) the full contraction of
a with xi1 , . . . , xip or . . . or of b with xj1 , . . . , xjq , respectively. Let yi1...ip ∈
R
kp , . . . , zj1...jq ∈ Rk

q

be the canonical coordinates.

Tensor evaluation theorem. For every smooth GL(V )-invariant function
f : ⊗p V ∗ × . . .×⊗qV ∗ ××kV → R there exists a smooth function

g(yi1...ip , . . . , zj1...jq ) : Rk
p

× . . .× Rk
q

→ R

such that

(1) f(a, . . . , b, x1, . . . , xk) = g(a(xi1 , . . . , xip), . . . , b(xj1 , . . . , xjq )).

To prove this, we shall use a general result by D. Luna.

26.3. Luna’s theorem. Consider a completely reducible action of a group G
on Rn, see 13.5. Let P (Rn) be the ring of all polynomials on Rn and P (Rn)G

be the subring of all G-invariant polynomials. By the classical Hilbert theorem,
P (Rn)G is finitely generated. Consider a system p1, . . . , ps of its generators
(called the Hilbert generators) and denote by p : Rn → R

s the mapping with
components p1, . . . , ps. Luna deduced the following theorem, [Luna, 76], which
we present without proof.

Theorem. For every smooth function f : Rn → R which is constant on the
fibers of p there exists a smooth function g : Rs → R satisfying f = g ◦ p.

We remark that in the category of sets it is trivial that constant values of f
on the pre-images of p form a necessary and sufficient condition for the existence
of a map g such that f = g ◦ p. If some pre-images are empty, then g is not
uniquely determined. The proper meaning of the above result by Luna is that
smoothness of f implies the existence of a smooth g.

26.4. Remark. In the real analytic case [Luna, 76] deduced an essentially
stronger result: If f is a real analytic G-invariant function on Rn, then there
exists a real analytic function g defined on a neighborhood of p(Rn) ⊂ Rs such
that f = g ◦ p. But the following example shows that the smooth case is really
different from the analytic one.

Example. The connected component of unity in GL(1) coincides with the mul-
tiplicative group R+ of all positive real numbers. The formula (cx, 1

cy), c ∈ R+,
(x, y) ∈ R2 defines a linear action of R+ on R2. The rule (x, y) 7→ sgnx is a
non-smooth R+-invariant function on R2. Take a smooth function ϕ(t) of one
variable with infinite order zero at t = 0. Then (sgnx)ϕ(xy) is a smooth R+-
invariant function on R2. Using homogeneity one finds directly that the ring of
R

+-invariant polynomials on R2 is generated by xy. But (sgnx)ϕ(xy) cannot
be expressed as a function of xy, since it changes sign when replacing (x, y) by
(−x,−y).
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26.5. Theorem 26.2 can easily be proved in the case k ≤ m. Assume first
k = m. Let ai1...ip , . . . , bj1...jq be the coordinates of a, . . . , b. Hence f =
f(ai1...ip , . . . , bj1...jq , x

i
1, . . . , x

j
k) and we define

g(yi1...ip , . . . , zj1...jq ) = f(yi1...ip , . . . , zj1...jq , e1, . . . , ek).

Obviously, g is a smooth function. Then 26.2.(1) holds on the set of all linearly
independent vector k-tuples of V by invariance of f . But the latter set is dense,
so that 26.2.(1) holds everywhere by the continuity. In the case k < m we
interpret f as a function ⊗pV ∗ × . . . × ⊗qV ∗ × ×mV → R independent of the
(k + 1)-st up to m-th vector component and we proceed in the same way as in
26.1.

26.6. In the case m < k we have to apply Luna’s theorem. First we claim that
the set of all contractions a(xi1 , . . . , xip), . . . , b(xj1 , . . . , xjq ) form the Hilbert
generators on ⊗pV ∗ × . . . × ⊗qV ∗ × ×kV . Indeed, let h be a GL(V )-invariant
polynomial and Hi1...is

A...B be its component linearly generated by all monomials of
degree A in the components of a, . . . , of degree B in the components of b and with
simple entries of the components of xi1 , . . . , xis (repeated indices being allowed).
Since h is GL(V )-invariant, the total polarization of each Hi1...is

A...B corresponds to
an invariant tensor. By the invariant tensor theorem, the latter tensor is a linear
combination of the elementary invariant tensors in the case Ap + · · · + Bq = s
and vanishes otherwise. But the elementary invariant tensors induce just the
contractions we mentioned in our claim.

Then we have to prove that

(1) ā(x̄i1 , . . . , x̄ip) = a(xi1 , . . . , xip), . . . , b̄(x̄j1 , . . . , x̄jq ) = b(xj1 , . . . , xjq )

implies

(2) f(ā, . . . , b̄, x̄1, . . . , x̄k) = f(a, . . . , b, x1, . . . , xk).

Consider first the case that both m-tuples x1, . . . , xm and x̄1, . . . , x̄m are linearly
independent. Hence xλ = ciλxi, x̄λ = c̄iλx̄i, i = 1, . . . ,m, λ = m+ 1, . . . , k. Then
the first collection from (1) yields, for each λ = m+ 1, . . . , k,

(3)

m∑
i=1

(ciλ − c̄iλ)a(xi, x1, . . . , x1) = 0

...
m∑
i=1

(ciλ − c̄iλ)a(x1, . . . , x1, xi) = 0.

We restrict ourselves to the subset, on which the determinant of linear system (3)
does not vanish. (This determinant does not vanish identically, as for xi = ei it
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is a polynomial in the components of the tensor a, whose coefficient by (a1...1)m

is 1.) Then (3) yields ciλ = c̄iλ. Consider now the functions

(4) f̃(a, . . . , b, x1, . . . , xm) = f(a, . . . , b, x1, . . . , xm, c
i
λxi).

By the first part of the proof, f̃ can be expressed in the form 26.2.(1). This
implies (2).

Thus, we have deduced that a dense subset of the solutions of (1) is formed
by the solutions of (2). Since both solution sets are closed, this completes the
proof of the tensor evaluation theorem.

26.7. Remark. We remark that there are some obstructions to obtain a general
result of such a type if we replace the product ×kV by a product of some tensorial
powers of V . Consider the simpliest case of the smoothGL(1)-invariant functions
on ⊗2

R × ⊗2
R
∗. Let x or y be the canonical coordinate on ⊗2

R or ⊗2
R
∗,

respectively. The action of GL(1) is (x, y) 7→ (k2x, 1
k2 y), 0 6= k ∈ R. But this is

the situation of example 26.4, so that e.g. (sgnx)ϕ(xy), where ϕ(t) is a smooth
function on R with infinite zero at t = 0, is a smooth GL(1)-invariant function
on ⊗2

R×⊗2
R
∗. Here the smooth case is essentially different from the analytic

one.

26.8. Tensor evaluation theorem with parameters. Analyzing the proof
of theorem 26.2, one can see that the result depends smoothly on ‘constant’
parameters in the following sense. Let W be another vector space endowed with
the identity action of GL(V ).

Theorem. For every smooth GL(V )-invariant function f : ⊗pV ∗×. . .×⊗qV ∗×
×kV ×W → R there exists a smooth function g(yi1...ip , . . . , zj1...jq , t) : Rk

p×. . .×
R
kq ×W → R such that

f(a, . . . , b, x1, . . . , xk, t) = g(a(xi1 , . . . , xip), . . . , b(xj1 , . . . , xjq ), t), t ∈W.

The proof is left to the reader.

26.9. Smooth GL(V )-equivariant maps Vk,l → V . As the first application
of the tensor evaluation theorem we determine all smooth GL(V )-equivariant
maps f : Vk,l → V . Let us construct a function F : Vk,l × V ∗ → R by

F (xα, yλ, w) = 〈f(xα, yλ), w〉, w ∈ V ∗.

This is a GL(V )-invariant function, so that there is a smooth function

g(zαλ, zα) : Rk(l+1) → R

such that
F (xα, yλ, w) = g(〈xα, yλ〉, 〈xα, w〉).

Taking the partial differential with respect to w and setting w = 0, we obtain

f(xα, yλ) =
∑
β

∂g(〈xα, yλ〉, 0)
∂zβ

xβ , β = 1, . . . , k.

This proves
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Proposition. All GL(V )-equivariant maps Vk,l → V are of the form

k∑
β=1

gβ(〈xα, yλ〉)xβ

with arbitrary smooth functions gβ : Rkl → R.

If we replace vectors and covectors, we obtain

26.10. Proposition. All GL(V )-equivariant maps Vk,l → V ∗ are of the form

l∑
µ=1

gµ(〈xα, yλ〉)yµ

with arbitrary smooth functions gµ : Rkl → R.

Next we present a simple application of this result in the theory of natural
operations.

26.11. Natural transformations TT ∗ → T ∗T . Starting from some problems
in analytical mechanics, Modugno and Stefani introduced a geometrical isomor-
phism between the bundles TT ∗M = T (T ∗M) and T ∗TM = T ∗(TM) for every
manifold M , [Tulczyjew, 74], [Modugno, Stefani, 78]. From the categorical point
of view this is a natural equivalence between bundle functors TT ∗ and T ∗T de-
fined on the categoryMfm. Our aim is to determine all natural transformations
TT ∗ → T ∗T .

We first give a simple construction of the isomorphism sM : TT ∗M → T ∗TM
by Modugno and Stefani. Let q : T ∗M → M be the bundle projection and
κ : TTM → TTM be the canonical involution. Every A ∈ TT ∗M is a vector tan-
gent to a curve γ(t) : R→ T ∗M at t = 0. If B is any vector of TTq(A)TM , then
κB is tangent to the curve δ(t) : R→ TM over the curve q(γ(t)) on M . Hence we
can evaluate 〈γ(t), δ(t)〉 for every t and the derivative ∂

∂t

∣∣
0
〈γ(t), δ(t)〉 =: σ(A,B)

depends on A and B only. This determines a linear map TTq(A)TM → R,
B 7→ σ(A,B), i.e. an element sM (A) ∈ T ∗TM .

In general, for every vector bundle p : E → M , the tangent map Tp : TE →
TM defines another vector bundle structure on TE. Even on the cotangent
bundle T ∗E → E there is another vector bundle structure ρ : T ∗E → E∗ defined
by the restriction of a linear map TyE → R to the vertical tangent space, which
is identified with Ep(y). This enables us to introduce a sum Y u Z for every
Y ∈ T ∗y TM and Z ∈ T ∗π(y)M as follows. We have (ρ(Y ), Z) ∈ T ∗M ×M T ∗M =
V T ∗M ↪→ TT ∗M and we can apply sM : TT ∗M → T ∗TM . Then Y u Z is
defined as the sum Y + sM (ρ(Y ), Z) with respect to the vector bundle structure
ρ.

26.12. For every X ∈ TT ∗M we write p ∈ T ∗M for its point of contact and
ξ = Tq(X) ∈ TM . Taking into account both vector bundle structures on T ∗TM ,
we denote by Y 7→ (k)1Y or Y 7→ (k)2Y , k ∈ R, the scalar multiplication with
respect to the first or second one, respectively.
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Proposition. All natural transformations TT ∗ → T ∗T are of the form

(1)
(
F (〈p, ξ〉)

)
1

(
G(〈p, ξ〉)

)
2
sM (X)uH(〈p, ξ〉)p

where F (t), G(t), H(t) are three arbitrary smooth functions of one variable.

Proof. Since TT ∗ and T ∗T are second order bundle functors on Mfm, we have
to determine all G2

m-equivariant maps of S := TT ∗0R
m into Z := T ∗T0R

m. The
canonical coordinates xi on Rm induce the additional coordinates pi on T ∗Rm

and ξi = dxi, πi = dpi on TT ∗Rm. If we evaluate the effect of a diffeomorphism
on Rm and pass to 2-jets, we find easily that the equations of the action of G2

m

on S are

(2) p̄i = ãjipj , ξ̄i = aijξ
j , π̄i = ãjiπj − a

l
jkã

m
l ã

j
ipmξ

k.

Further, if ηi are the induced coordinates on TRm, then the expression ρidx
i +

σidη
i determines the additional coordinates ρi, σi on T ∗TRm. Similarly to (2)

we obtain the following action of G2
m on Z

(3) η̄i = aijη
j , σ̄i = ãjiσj , ρ̄i = ãjiρj − a

l
jkã

m
l ã

j
iσmη

k.

Any map ϕ : S → Z has the form

ηi = f i(p, ξ, π), σi = gi(p, ξ, π), ρi = hi(p, ξ, π).

The equivariance of f i is expressed by

(4) aijf
j(p, ξ, π) = f i(ãjipj , a

i
jξ
j , ãjiπj − a

l
jkã

m
l ã

j
ipmξ

k).

Setting aij = δij , we obtain f i(p, ξ, π) = f i(p, ξ, πj − aljkplξk). This implies that
the f i are independent of πj . Then (4) shows that f i(p, ξ) is aGL(m)-equivariant
map Rm × Rm∗ → R

m. By proposition 26.9,

(5) f i = F (〈p, ξ〉)ξi

where F is an arbitrary smooth function of one variable. Using the same pro-
cedure we obtain that the gi are independent of πj . Then proposition 26.10
yields

(6) gi = G(〈p, ξ〉)pi

where G is another smooth function of one variable.
Consider further the difference ki = hi − F (〈p, ξ〉)G(〈p, ξ〉)πi. Using the fact

that 〈p, ξ〉 is invariant, we express the equivariance of ki in the form

ãjikj(p, ξ, π) = ki(ã
j
ipj , a

i
jξ
j , ãjiπj − a

l
jkã

m
l ã

j
ipmξ

k).

Quite similarly to (4) and (6) we then deduce ki = H(〈p, ξ〉)pi, i.e.

(7) hi = F (〈p, ξ〉)G(〈p, ξ〉)πi +H(〈p, ξ〉)pi.

One verifies easily that (5), (6) and (7) is the coordinate form of (1). �
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26.13. To interpret all natural transformations of proposition 26.12 geometri-
cally, we first show that for any constant values F = f , G = g, H = h, 26.12.(1)
can be determined by a simple modification of the above mentioned construction
of s (s corresponds to the case f = 1, g = 1, h = 0). If A ∈ TT ∗M is tangent
to a curve γ(t), then fA is tangent to γ(ft). For every vector B ∈ TfTq(A)TM ,
κB is tangent to a curve δ(t) : R → TM over the curve q(γ(ft)) on M . Then
we define an element s(f,g,h)A ∈ T ∗TM by

(1) 〈s(f,g,h)A,B〉 = ∂
∂t

∣∣
0
〈γ(ft), gδ(t)〉+ h〈γ(0), δ(0)〉.

The coordinate expression of (1) is (fgπi+hpi)dxi+gpidηi and our construction
implies ηi = fξi. This gives 26.12.(1) with constant coefficients. Moreover, the
general case can also be interpreted in such a way. Let π : TT ∗M → T ∗M
be the bundle projection. Every A ∈ TT ∗M determines Tq(A) ∈ TM and
π(A) ∈ T ∗M over the same base point in M . Then we take the values of F , G
and H at 〈π(A), T q(A)〉 and apply the latter construction.

We remark that the natural transformation s by Modugno and Stefani can be
distinguished among all natural transformations TT ∗ → T ∗T by an interesting
geometric construction explained in [Kolář, Radziszewski, 88].

26.14. The functor T ∗T ∗. The iterated cotangent functor T ∗T ∗ is also a
second order bundle functor on Mfm. The problem of finding of all natural
transformations between any two of the functors TT ∗, T ∗T and T ∗T ∗ can be
reduced to proposition 26.12, if we take into account a classical geometrical con-
struction of a natural equivalence between TT ∗ and T ∗T ∗. Consider the Liouville
1-form ω : TT ∗M → R defined by ω(A) = 〈π(A), T q(A)〉. The exterior differ-
ential dω = Ω endows T ∗M with a natural symplectic structure. This defines
a bijection between the tangent and cotangent bundles of T ∗M transforming
X ∈ TT ∗M into its inner product with Ω. Hence the natural transformations
between any two of the functors TT ∗, T ∗T and T ∗T ∗ depend on three arbitrary
smooth functions of one variable. Their coordinate expressions can be found in
[Kolář, Radziszewski, 88].

26.15. Non-existence of natural symplectic structure on the tangent
bundles. We shall see in 37.4 that the natural transformations of the iterated
tangent functor into itself depend on four real parameters. This is related with
the fact that TT is defined on the whole categoryMf and is product preserving.
Since the natural transformations of TT into itself are essentially different from
the natural transformations of T ∗T into itself, there is no natural equivalence
between TT and T ∗T . This implies that there is no natural symplectic structure
on the tangent bundles.

26.16. Remark. Taking into account the natural isomorphism s : TT ∗ → T ∗T
and the canonical symplectic structure on the cotangent bundles, one sees easily
that any two of the third order functors TTT ∗, TT ∗T , TT ∗T ∗, T ∗TT , T ∗TT ∗,
T ∗T ∗T and T ∗T ∗T ∗ are naturally equivalent, but TTT is naturally equivalent
to none of them. All natural transformations TTT ∗ → TT ∗T for manifolds of
dimension at least two are determined in [Doupovec, to appear].
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27. Generalized invariant tensors

To study the natural operators on FMm,n, we need a modification of the
Invariant tensor theorem.

27.1. Consider two vector spaces V and W . The tensor product of the standard
actions of GL(V ) on ⊗pV ⊗⊗qV ∗ and of GL(W ) on ⊗rW ⊗⊗sW ∗ defines the
standard action of GL(V )×GL(W ) on ⊗pV ⊗⊗qV ∗⊗⊗rW ⊗⊗sW ∗. A tensor
B of the latter space is said to be a generalized invariant tensor, if aB = B for
all a ∈ GL(V )×GL(W ). The invariance of B with respect to the homotheties
in GL(V ) or GL(W ) gives kp−qB = B or kr−sB = B, respectively. This implies
that for p 6= q or r 6= s the only generalized invariant tensor is the zero tensor.

Generalized invariant tensor theorem. Every generalized invariant tensor
B ∈ ⊗qV ⊗⊗qV ∗⊗⊗rW ⊗⊗rW ∗ is a linear combination of the tensor products
I ⊗ J , where I is an elementary GL(V )-invariant tensor of degree q and J is an
elementary GL(W )-invariant tensor of degree r.

Proof. Contracting B with q vectors of V and q covectors of V ∗, we obtain a
GL(W )-invariant tensor. By the invariant tensor theorem 24.4 and by multilin-
earity, B is of the form

(1) B =
∑
s∈Sr

Bs ⊗ Js with Bs ∈ ⊗qV ⊗⊗qV ∗,

where Js are the elementary GL(W )-invariant tensors of degree r. If we con-
struct the total contraction of (1) with one tensor Jσ, σ ∈ Sr, we obtain Bσ−1 .
Hence every Bs is a GL(V )-invariant tensor. Using theorem 24.4 once again, we
prove our assertion. �

27.2. Example. We determine all smooth equivariant maps W ⊗ V ∗ ×W ⊗
W ∗ ⊗ V ∗ →W ⊗ V ∗ ⊗ V ∗. Let fpij(x

q
k, y

r
sl) be the coordinate expression of such

a map. The equivariance of f with respect to the homotheties 1
k δ
i
j in GL(V )

gives
k2fpij(x

q
k, y

r
sl) = fpij(kx

q
k, ky

r
sl).

By the homogeneous function theorem, we have to discuss the condition 2 =
d1 + d2. There are three possibilities: a) d1 = 2, d2 = 0, b) d1 = 1, d2 = 1, c)
d1 = 0, d2 = 2. In each case f is a polynomial map. The homotheties kδpq in
GL(W ) yield

kfpij(x
q
k, y

r
sl) = fpij(kx

q
k, y

r
sl).

This condition is compatible with the case b) only, so that f is bilinear in xqk
and yrsl. Its total polarization corresponds to a generalized invariant tensor in
⊗2V ⊗⊗2V ∗ ⊗⊗2W ∗ ⊗⊗2W ∗. By theorem 27.1, the coordinate form of f is

fpij =
(
aδpq δ

r
sδ
k
i δ
l
j + bδpsδ

r
qδ
k
i δ
l
j + cδpq δ

r
sδ
k
j δ
l
i + dδpsδ

r
qδ
k
j δ
l
i

)
xqky

s
rl,

a, b, c, d ∈ R. Hence all smooth equivariant maps W ⊗ V ∗ ×W ⊗W ∗ ⊗ V ∗ →
W ⊗ V ∗ ⊗ V ∗ form the following 4-parameter family

axpi y
q
qj + bxqi y

p
qj + cxpjy

q
qi + dxqjy

p
qi.
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27.3. Curvature like operators. Consider a general connection Γ: Y → J1Y
on an arbitrary fibered manifold Y → BY , where B : FM → Mf denotes
the base functor. In 17.1 we have deduced that the curvature of Γ is a map
CY Γ: Y → V Y ⊗ Λ2T ∗BY . The geometrical definition of curvature implies
that C is a natural operator between two bundle functors J1 and V ⊗ Λ2T ∗B
defined on the category FMm,n. In the following assertion we may replace the
second exterior power by the second tensor power (so that the antisymmetry of
the curvature operator is a consequence of its naturality).

Proposition. All natural operators J1  V ⊗⊗2T ∗B are the constant multi-
ples kC of the curvature operator, k ∈ R.

Proof. We shall proceed in three steps as in the proof of proposition 25.2.
Step I. We first determine the first order operators. The canonical coordinates

on the standard fiber S1 = J1
0 (J1(Rn+m → R

m) → R
n+m) of J1J1 are ypi ,

ypij = ∂ypi /∂x
j , ypiq = ∂ypi /∂y

q. Evaluating the effect of the isomorphisms in
FMm,n and passing to 2-jets, we obtain the following action of G2

m,n on S1

ȳpi = apqy
q
j ã
j
i + apj ã

j
i(1)

ȳpiq = apry
r
jsã

s
qã
j
i + aprsy

r
j ã
s
qã
j
i + aprj ã

r
qã
j
i(2)

ȳpij = apqy
q
klã

k
i ã
l
j + apqy

q
krã

r
j ã
k
i + apqly

q
kã
k
i ã
l
j + apqry

q
kã
r
j ã
k
i(3)

+ apqy
q
kã
k
ij + apklã

k
i ã
l
j + apkqã

q
j ã
k
i + apkã

k
ij

On the other hand, the standard fiber of V ⊗ ⊗2T ∗B is Rn ⊗ ⊗2
R
m∗ with

canonical coordinates zpij and the following action

z̄pij = apqz
q
klã

k
i ã
l
j

We have to determine all G2
m,n- equivariant maps S1 → R

n ⊗ ⊗2
R
m∗. Let

zpij = fpij(y
q
k, y

r
`s, y

t
mn) be the coordinate expression of such a map. Consider the

canonical injection of GL(m)×GL(n) into G2
m,n defined by 2-jets of the products

of linear transformations of Rm and Rn. The equivariance with respect to the
homotheties in GL(m) gives a homogeneity condition

k2fpij(y
q
k, y

r
`s, y

t
mn) = fpij(ky

q
k, ky

r
`s, k

2ytmn).

When applying the homogeneous function theorem, we have to discuss the equa-
tion 2 = d1 + d2 + 2d3. Hence fpij is a sum gpij + hpij where gpij is a linear map
of Rn ⊗ Rm∗ ⊗ Rm∗ into itself and hpij is a polynomial map Rn ⊗ Rm∗ × Rn ⊗
R
n∗ ⊗Rm∗ → R

n ⊗Rm∗ ⊗Rm∗. Then we see directly that both gpij and hpij are
GL(m)×GL(n)-equivariant. For hpij we have deduced in example 27.2

hpij = aypi y
q
jq + byqi y

p
jq + cypj y

q
iq + dyqjy

p
iq

while for gpij a direct use of theorem 27.1 yields

gpij = eypij + fypji.
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Moreover, the equivariance with respect to the subgroup K ⊂ G2
m,n character-

ized by aij = δij , a
p
q = δpq leads to the relations a = 0 = c, e = −f = −b = d.

Hence fpij = e(ypij − y
p
ji − y

q
i y
p
qj + yqjy

p
qi), which is the coordinate expression of

eC, e ∈ R.
Step II. Assume we have an r-th order natural operator A : J1  V ⊗⊗2T ∗B.

It corresponds to a Gr+1
m,n-equivariant map from the standard fiber Sr of JrJ1

into Rn⊗Rm∗⊗Rm∗. Denote by ypiαβ the partial derivative of ypi with respect to a
multi index α in xi and β in yp. Any map f : Sr → R

n⊗Rm∗⊗Rm∗ is of the form
f(ypiαβ), α+ β ≤ r. Similarly to the first part of the proof, GL(m)×GL(n) can
be considered as a subgroup of Gr+1

m,n. One verifies easily that the transformation
law of ypiαβ with respect to GL(m)×GL(n) is tensorial. Using the homotheties
in GL(m), we obtain a homogeneity condition k2f(ypiαβ) = f(k|α|+1ypiαβ). This
implies that f is a polynomial linear in the coordinates with |α| = 1 and bilinear
in the coordinates with |α| = 0. Using the homotheties in GL(n), we find
kf(ypiαβ) = f(k1−|β|ypiαβ). This yields that f is independent of all coordinates
with |α|+ |β| > 1. Hence A is a first order operator.

Step III. Using 23.7 we conclude that every natural operator J1  V ⊗⊗2T ∗B
has finite order. This completes the proof. �

27.4. Curvature-like operators on pairs of connections. The Frölicher-
Nijenhuis bracket [Γ,∆] =: κ(Γ,∆) of two general connections Γ and ∆ on Y is
a section Y → V Y ⊗ Λ2T ∗BY , which may be called the mixed curvature of Γ
and ∆. Since the pair Γ, ∆ can be interpreted as a section Y → J1Y ×Y J1Y ,
κ is a natural operator κ : J1 ⊕ J1  V ⊗ Λ2T ∗B between two bundle functors
on FMm,n. Let C1 : J1 ⊕ J1  V ⊗ Λ2T ∗B or C2 : J1 ⊕ J1  V ⊗ Λ2T ∗B
denote the curvature operator of the first or the second connection, respectively.
The following assertion can be deduced in the same way as proposition 27.3, see
[Kolář, 87a].

Proposition. All natural operators J1 ⊕ J1  V ⊗⊗2T ∗B form the following
3-parameter family

k1C1 + k2C2 + k3κ, k1, k2, k3 ∈ R.

From a general point of view, this result enlightens us on the fact that the
mixed curvature of two general connections can be defined in an ‘essentially
unique’ way, i.e. the possibility of defining the mixed curvature is limited by the
above 3-parameter family with trivial terms C1 and C2.

27.5. Remark. [Kurek, 91] deduced that the only natural operator J1  
V ⊗ Λ3T ∗B is the zero operator. This result presents an interesting point of
view to the Bianchi identity for general connections.
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28. The orbit reduction

We are going to explain another general procedure used in the theory of nat-
ural operators. From the computational point of view, the orbit reduction is an
almost self-evident assertion about independence of the maps in question on some
variables. This was already used e.g. for the simplification of (4) in 26.12. But
the explicit formulation of such a procedure presented below is useful in several
problems. First we discuss a concrete example, in which we obtain a Utiyama-
like theorem for general connections. Then we present a complete treatment of
the ‘classical’ reduction theorems from the theory of linear connections and from
Riemannian geometry.

28.1. Let p : G→ H be a Lie group homomorphism with kernel K, M be a G-
space, Q be an H-space and π : M → Q be a p-equivariant surjective submersion,
i.e. π(gx) = p(g)π(x) for all x ∈ M , g ∈ G. Having p, we can consider every
H-space N as a G-space by gy = p(g)y, g ∈ G, y ∈ N .

Proposition. If each π−1(q), q ∈ Q is a K-orbit in M , then there is a bijection
between the G-maps f : M → N and the H-maps ϕ : Q→ N given by f = ϕ◦π.

Proof. Clearly, ϕ ◦ π is a G-map M → N for every H-map ϕ : Q → N . Con-
versely, let f : M → N be a G-map. Then we define ϕ : Q → N by ϕ(π(x)) =
f(x). This is a correct definition, since π(x̄) = π(x) implies x̄ = kx with k ∈ K
by the orbit condition, so that ϕ(π(x̄)) = f(kx) = p(k)f(x) = ef(x). We have
f = ϕ ◦ π by definition and ϕ is smooth, since π is a surjective submersion. �

28.2. Example. We continue in our study of the standard fiber

S1 = J1
0 (J1(Rm+n → R

m)→ R
m+n)

corresponding to the first order operators on general connections from 27.3. If
we replace the coordinates ypij by

(1) Y pij = ypij + ypiqy
q
j ,

we find easily that the action of G2
m,n on S1 is given by 27.3.(1), 27.3.(2) and

(2)
Ȳ pij = apqY

q
klã

k
i ã
l
j + aprsy

r
ky
s
l ã
k
i ã
l
j + apqly

q
kã
l
iã
k
j + apqly

q
kã
k
i ã
l
j

+ apqy
q
kã
k
ij + apklã

k
i ã
l
j + apkã

k
ij .

Define further

(3) Spij =
1
2

(Y pij + Y pji), Rpij =
1
2

(Y pij − Y
p
ji).

Since the right-hand side of (2) except the first term is symmetric in i and j, we
obtain the action formula for S̄pij by replacing Y qkl by Sqkl on the right-hand side
of (2). On the other hand,

R̄pij = apqR
q
klã

k
i ã
l
j .
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The map γ : S1 → R
n ⊗ Λ2

R
m∗, γ(yqk, y

r
`s, y

t
mn) = Rpij will be called the formal

curvature map.
Let Z be any (G2

m × G2
n)-space. The canonical projection G2

m,n → G2
m and

the group homomorphism G2
m,n → G2

n determined by the restriction of local
isomorphisms of Rm+n → R

m to {0} × Rn ⊂ Rm+n define a map p : G2
m,n →

G2
m × G2

n. The kernel K of p is characterized by aij = δij , a
i
jk = 0, apq = δpq ,

apqr = 0. The group G2
m,n acts on Rn⊗Λ2

R
m∗ by means of the jet homomorphism

π2
1 into G1

m×G1
n. One sees directly, that the curvature map γ satisfies the orbit

condition with respect to K. Indeed, on K we have

(5) ȳpi = ypi + api , ȳpiq = ypiq + apiq, S̄pij = Spij + apqiy
q
j + apqjy

q
i + apij .

Using api , a
q
jr, a

s
k`, we can transform every (ypi , y

q
jr, S

s
k`) into (0, 0, 0). In this

situation, proposition 28.1 yields directly the following assertion.

Proposition. Every G2
m,n-map S1 → Z factorizes through the formal curvature

map γ : S1 → R
n ⊗ Λ2

R
m∗.

28.3. The Utiyama theorem and general connections. In general, an r-th
order Lagrangian on a fibered manifold Y → M is defined as a base-preserving
morphism JrY → ΛmT ∗M , m = dimM . Roughly speaking, the Utiyama theo-
rem reads that every invariant first order Lagrangian on the connection bundle
QP → M of an arbitrary principal fiber bundle P → M factorizes through the
curvature map. This assertion will be formulated in a precise way in the frame-
work of the theory of gauge natural operators in chapter XII. At this moment we
shall apply proposition 28.2 to deduce similar results for the general connections
on an arbitrary fibered manifold Y →M .

Since the action 28.2.(5) is simply transitive, proposition 28.2 reflects exactly
the possibilities for formulating Utiyama-like theorems for general connections.
But the general interpretation of proposition 28.2 in terms of natural operators
is beyond the scope of this example and we restrict ourselves to one special case
only.

If we let the group G2
m×G2

n act on a manifold S by means of the first product
projection, we obtain a G2

m-space, which corresponds to a second order bundle
functor F on Mfm. (In the classical Utiyama theorem we have the first order
bundle functor ΛmT ∗, which is allowed to be viewed as a second order functor
as well.) Obviously, F can be interpreted as a bundle functor on FMm,n, if
we compose it with the base functor B : FM → Mf and apply the pullback
construction. If we interpret proposition 28.2 in terms of natural operators
between bundle functors on FMm,n, we obtain immediately

Proposition. There is a bijection between the first order natural operators
A : J1  F and the zero order natural operators A0 : V ⊗Λ2T ∗B  F given by
A = A0 ◦ C, where C : J1  V ⊗ Λ2T ∗B is the curvature operator.

28.4. The general Ricci identity. Before treating the classical tensor fields
on manifolds, we deduce a general result for arbitrary vector bundles. Consider a
linear connection Γ on a vector bundle E →M and a classical linear connection
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Λ on M , i.e. a linear connection on TM → M . The absolute differential ∇s of
a section s : M → E is a section M → E ⊗ T ∗M . Hence we can use the tensor
product Γ ⊗ Λ∗ of connection Γ and the dual connection Λ∗ of Λ, see 47.14, to
construct the absolute differential of ∇s. This is a section ∇2

Λs : E⊗T ∗M⊗T ∗M
called the second absolute differential of s with respect to Γ and Λ. We describe
the alternation Alt(∇2

Λs) : M → E ⊗ Λ2T ∗M . Let R : M → E ⊗ E∗ ⊗ Λ2T ∗M
be the curvature of Γ and S : M → TM ⊗ Λ2T ∗M be the torsion of Λ. Then
the contractions 〈R, s〉 and 〈S,∇s〉 are sections of E ⊗ Λ2T ∗M .

Proposition. It holds

(1) Alt(∇2
Λs) = −〈R, s〉+ 〈S,∇s〉.

Proof. This follows directly from the coordinate formula for ∇2
Λs

∂

∂xj
(∂sp
∂xi
− Γpqis

q
)
− Γprj

(∂sr
∂xi
− Γrqis

q
)

+ Λkij∇ksp. �

The coordinate form of (1) will be called the general Ricci identity of E. If
E is a vector bundle associated to P 1M and Γ is induced from a principal con-
nection on P 1M , we take for Λ the connection induced from the same principal
connection. In this case we write ∇2s only. For the classical tensor fields on M
our proposition gives the classical Ricci identity, see e.g. [Lichnerowicz, 76, p.
69].

28.5. Curvature subspaces. We are going to describe some properties of
the absolute derivatives of curvature tensors of linear symmetric connections on
m-manifolds. Let Q = (QτP 1

R
m)0 denote the standard fiber of the connection

bundle in question, see 25.3, let W = R
m ⊗ Rm∗ ⊗ Λ2

R
m∗, Wr = W ⊗⊗rRm∗,

W r = W × W1 × . . . × Wr. The formal curvature is a map C : T 1
mQ → W ,

its formal r-th absolute differential is Cr = ∇rC : T r+1
m Q → Wr. We write

Cr = (C,C1, . . . , Cr) : T r+1
m Q→W r, where the jet projections T r+1

m Q→ T smQ,
s < r + 1, are not indicated explicitly. (Such a slight simplification of notation
will be used even later in this section.)

We define the r-th order curvature equations Er on W r as follows.
i) E0 are the first Bianchi identity

(1) W i
jkl +W i

klj +W i
ljk = 0

ii) E1 are the absolute derivatives of (1)

(2) W i
jklm +W i

kljm +W i
ljkm = 0

and the second Bianchi identity

(3) W i
jklm +W i

jlmk +W i
jmkl = 0

iii) Es, s > 1, are the absolute derivatives of Es−1 and the formal Ricci
identity of the product vector bundle Ws−2 ×Rm. By 28.4, the latter equations
are of the form

(4) W i
jklm1···[ms−1ms]

= bilin(W,Ws−2)

where the right-hand sides are some bilinear functions on W ×Ws−2.
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Definition. The r-th order curvature subspace Kr ⊂W r is defined by

E0 = 0, . . . , Er = 0.

We write K = K0 ⊂ W . For r = 1 we denote by K1 ⊂ W1 the subspace
defined by E1 = 0. Hence K1 = K ×K1.

Lemma. Kr is a submanifold of W r, it holds Kr = Cr(T r+1
m Q) and the re-

stricted map Cr : T r+1
m Q→ Kr is a submersion.

Proof. To prove Kr is a submanifold we proceed by induction. For r = 0 we
have a linear subspace. Assume Kr−1 ⊂ W r−1 is a submanifold. Consider the
product bundle Kr−1 ×Wr. Equations Er consist of the following 3 systems

W i
{jkl}m1...mr

= 0(5)

W i
j{klm1}m2...mr

= 0(6)

W i
jklm1···[ms−1ms]···mr + polyn(W r−2) = 0(7)

where {. . . } denotes the cyclic permutation and polyn(W r−2) are some poly-
nomials on W r−2. The map defined by the left-hand sides of (5)–(7) repre-
sents an affine bundle morphism Kr−1 ×Wr → Kr−1 × RN of constant rank,
N = the number of equations (5)–(7). Analogously to 6.6 we find that its kernel
Kr is a subbundle of Kr−1 ×Wr.

To prove Kr = Cr(T r+1
m Q) we also proceed by induction.

Sublemma. It holds K = C(T 1
mQ) and K1 = C1(T 2

mQ).

Proof. The coordinate form of C is

(8) W i
jkl = Γijk,l − Γijl,k + ΓimlΓ

m
jk − ΓimkΓmjl .

This is an affine bundle morphism of affine bundle T 1
mQ→ Q into W of constant

rank. We know that the values of C lie in K, so that it suffices to prove that the
image is the whole K at one point 0 ∈ Q. The restricted map C̄ : Rm⊗S2

R
m∗⊗

R
m∗ →W is of the form

(9) W i
jkl = Γijk,l − Γijl,k.

Denote by dimE0 the number of independent equations in E0, so that dimK =
dimW − dimE0. From linear algebra we know that K is the image of C̄ if

(10) dimW − dimE0 = dimRm ⊗ S2
R
m∗ ⊗ Rm∗ − dim KerC̄.

Clearly, dimW = m3(m− 1)/2 and dimRm⊗S2
R
m∗⊗Rm∗ = m3(m+ 1)/2. By

(9) we have KerC̄ = R
m ⊗ S3

R
m∗, so that dim KerC̄ = m2(m + 1)(m + 2)/6.

One finds easily that (1) represents one equation on W for any i and mutually
different j, k, l, while (1) holds identically if at least two subscripts coincide.
Hence dimE0 = m2(m− 1)(m− 2)/6. Now (10) is verified by simple evaluation.

Electronic edition of: Natural Operations in Differential Geometry, Springer-Verlag, 1993



28. The orbit reduction 237

The absolute differentiation of (8) yields that C1 is an affine morphism of
affine bundle T 2

mQ→ T 1
mQ into W1 of constant rank. We know that the values

of C1 lie in K1 so that it suffices to prove that the image is the whole K1 at one
point 0 ∈ T 1

mQ. The restricted map C̄1 : Rm ⊗ S2
R
m∗ ⊗ S2

R
m∗ →W1 is

(11) W i
jklm = Γijk,lm − Γijl,km.

Analogously to (10) we shall verify the dimension condition

(12) dimW1 − dimE1 = dimRm ⊗ S2
R
m∗ ⊗ S2

R
m∗ − dim KerC̄1.

Clearly, dimW1 = m4(m− 1)/2, dimRm ⊗⊗2S2
R
m∗ = m3(m+ 1)2/4. We have

KerC̄1 = R
m ⊗ S4

R
m∗, so that dim KerC̄1 = m2(m + 1)(m + 2)(m + 3)/24.

For any i and mutually different j, k, l, m, (2) and (3) represent 8 equations,
but one finds easily that only 7 of them are linearly independent. This yields
7m2(m− 1)(m− 2)(m− 3)/24 independent equations. If exactly two subscripts
coincide, (2) and (3) represent 2 independent equations. This yields another
m2(m−1)(m−2) equations. In the remaining cases (2) and (3) hold identically.
Now a direct evaluation proves our sublemma. �

Assume by induction Cr−1 : T rmQ → Kr−1 is a surjective submersion. The
iterated absolute differentiation of (8) yields the following coordinate form of Cr

(13) W i
jklm1...mr = Γij[k,l]m1...mr

+ polyn(T rmQ)

where polyn(T rmQ) are some polynomials on T rmQ. This implies Cr is an affine
bundle morphism

T r+1
m Q wCr

u

Kr

u
T rmQ wCr−1

Kr−1

of constant rank. Hence it suffices to prove at one point 0 ∈ T rmQ that the
image is the whole fiber of Kr → Kr−1. The restricted map C̄r : Rm⊗S2

R
m∗⊗

Sr+1
R
m∗ →Wr is of the form

(14) W i
jklm1...mr = Γijk,lm1...mr − Γijl,km1...mr .

By (7) the values of C̄r lie in W ⊗ SrRm∗. Then (5) and (6) characterize
(K ⊗SrRm∗)∩ (K1⊗Sr−1

R
m∗). Consider an element X = (Xi

jklm1...mr
) of the

latter space. Since C̄1(Rm⊗S2
R
m∗⊗S2

R
m∗) = K1 by the sublemma, the tensor

product C̄1⊗ idSr−1Rm∗ : Rm⊗S2
R
m∗⊗S2

R
m∗⊗Sr−1

R
m∗ → K1⊗Sr−1

R
m∗ is

a surjective map. Hence there is a Y ∈ Rm ⊗ S2
R
m∗ ⊗ S2

R
m∗ ⊗ Sr−1

R
m∗ such

that

(15) Xi
jklm1...mr = Y ijklm1...mr − Y

i
jlkm1...mr .

Consider the symmetrization Ȳ = (Y ijkl(m1m2)···mr ) ∈ R
m ⊗ S2

R
m∗ ⊗ Sr+1

R
m∗.

The second condition X ∈ K ⊗ SrRm∗ implies X is symmetric in m1 and m2,
so that C̄r(Ȳ ) = X.

Finally, since Cr−1 : T rmQ → Kr−1 is a submersion and Cr : T r+1
m Q → Kr is

an affine bundle morphism surjective on each fiber, Cr is also a submersion. �
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28.6. Linear symmetric connections. A fundamental result on the r-th
order natural operators on linear symmetric connections with values in a first
order natural bundle is that they factorize through the curvature operator and
its absolute derivatives up to order r − 1. We present a formal version of this
result, which involves a precise description of the factorization.

Let F be a G1
m-space, which is considered as a Gr+2

m -space by means of the
jet homomorphism Gr+2

m → G1
m.

Theorem. For every Gr+2
m -map f : T rmQ → F there exists a unique G1

m-map
g : Kr−1 → F satisfying f = g ◦ Cr−1.

Proof. We use a recurrence procedure, in the first step of which we apply the
orbit reduction with respect to the kernel Br+2

r+1 of the jet projection Gr+2
m →

Gr+1
m . Let Sr : T rmQ→ R

m ⊗ Sr+2
R
m∗ =: S1

r+2 be the symmetrization

(1) Sij1...jr+2
= Γi(j1j2,j3...jr+2)

and πrr−1 : T rmQ→ T r−1
m Q be the jet projection. Define

ϕr = (Sr, πrr−1, Cr−1) : T rmQ→ S1
r+2 × T r−1

m Q×Wr−1.

The map Cr−1 is of the form

(2) W i
jkl1...lr = Γijk,l1...lr − Γijl1,kl2...lr + polyn(T r−1

m Q).

One sees easily that in the formula

(3) Γijk,l1...lr = Sijkl1...lr + (Γijk,l1...lr − Γi(jk,l1...lr))

the expression in brackets can be rewritten as a linear combination of terms of
the form Γimn,p1...pr − Γimp1,np2...pr . If we replace each of them by W i

mnp1...pr −
polyn(T r−1

m Q) according to (2), we obtain a map (not uniquely determined)
ψr : S1

r+2 × T r−1
m Q×Wr−1 → T rmQ over idT r−1

m Q satisfying

(4) ψr ◦ ϕr = idT rmQ.

Consider the canonical action of Abelian group Br+2
r+1 = S1

r+2 on itself, which
is simply transitive. From the transformation laws of Γijk it follows that ψr is
a Br+2

r+1 -map. Thus the composed map f ◦ ψr : S1
r+2 × T r−1

m Q × Wr−1 → F

satisfies the orbit condition for Br+2
r+1 with respect to the product projection

pr : S1
r+2 × T r−1

m Q × Wr−1 → T r−1
m Q × Wr−1. By 28.1 there is a Gr+1

m -map
gr : T r−1

m Q×Wr−1 → F satisfying f ◦ ψr = gr ◦ pr. Composing both sides with
ϕr, we obtain f = gr ◦ (πrr−1, Cr−1).

In the second step we define analogously

ϕr−1 = (Sr−1, π
r−1
r−2 , Cr−2) : T r−1

m Q→ S1
r+1 × T r−2

m Q×Wr−2
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and construct ψr−1 : S1
r+1 × T r−2

m Q×Wr−2 → T r−1
m Q satisfying ψr−1 ◦ ϕr−1 =

idT r−1
m Q. The composed map gr ◦ (ψr−1 × idWr−1) : S1

r+1 × T r−2
m Q × Wr−2 ×

Wr−1 → F is equivariant with respect to the kernel Br+1
r of the jet pro-

jection Gr+1
m → Grm. The product projection of S1

r+1 × T r−2
m Q × Wr−2 ×

Wr−1 omitting the first factor satisfies the orbit condition for Br+1
r . This

yields a Grm-map gr−1 : T r−2
m Q × Wr−2 × Wr−1 → F such that gr = gr−1 ◦(

(πr−1
r−2 , Cr−2)× idWr−1

)
,i.e. f = gr−1 ◦ (πrr−2, Cr−2, Cr−1).

In the last but one step we construct a G2
m-map g1 : Q×W × . . .×Wr−1 → F

such that f = g1 ◦ (πr0, C, . . . , Cr−1). The product projection p1 of Q×W × . . .×
Wr−1 omitting the first factor satisfies the orbit condition for the kernel B2

1 of the
jet projection G2

m → G1
m. By 28.1 there is a G1

m-map g0 : W × . . .×Wr−1 → F
satisfying g1 = g0 ◦ p1. Hence f = g0 ◦ Cr−1. Since Kr−1 = Cr−1(T rmQ), the
restriction g = g0|Kr−1 is uniquely determined.

T rmQ

u
πrr−1×Cr−1

�f

S1
r+2 × T r−1

m Q×Wr−1

���
���

���
���

���
ψr

wpr T r−1
m Q×Wr−1 wgr

u
πr−1
r−2×Cr−2×idWr−1

F

S1
r+1 × T r−2

m Q×Wr−2 ×Wr−1

AA
AA

AA
AA

AA
AC

ψr−1×idWr−1

wpr−1
T r−2
m Q×Wr−2 ×Wr−1 wgr−1

u
F

...
u

Q×W r−1
\
\
\
\
\
\\]

g1

wp1 W r−1

u

g0

�

28.7. Example. We determine all natural operators QτP 1  T ∗ ⊗ T ∗. By
23.5, every such operator has a finite order r. Let

u = f(Γ0,Γ1, . . . ,Γr)

Γs ∈ Rm ⊗ S2
R
m∗ ⊗ SsRm∗, be its associated map. The equivariance of f with

respect to the homotheties in G1
m ⊂ Gr+2

m yields

k2f(Γ0,Γ1, . . . ,Γr) = f(kΓ0, k
2Γ1, . . . , k

r+1Γr).

By the homogeneous function theorem, f is a first order operator. According to
28.6, the first order operators are in bijection with G1

m-maps K → R
m∗ ⊗ Rm∗.

Let u = g(W ) be such a map. The equivariance with respect to the homotheties
yields k2g(W ) = g(k2W ), so that g is linear. Consider the injection i : K →
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R
m ⊗ ⊗3

R
m∗. Since Rm ⊗ ⊗3

R
m∗ is a completely reducible GL(m)-module,

there is an equivariant projection p : Rm ⊗ ⊗3
R
m∗ → K satisfying p ◦ i = idK .

Hence we can proceed analogously to 24.8. By the invariant tensor theorem, all
linear G1

m-maps Rm ⊗ ⊗3
R
m∗ → R

m∗ ⊗ Rm∗ form a 6-parameter family. Its
restriction to K gives the following 2-parameter family

k1W
k
kij + k2W

k
ikj .

Let R1 and R2 be the corresponding contractions of the curvature tensor. By
theorem 28.6, all natural operatorsQτP

1  T ∗⊗T ∗ form a two parameter family
linearly generated by two contractions R1 and R2 of the curvature tensor.

28.8. Ricci subspaces. Let V = R
n be a GL(m)-module and Ṽ denote

the corresponding first order natural vector bundle over m-manifolds. Write
Vr = V ⊗ ⊗rRm∗, V r = V × V1 × . . . × Vr. The formal r-th order absolute
differentiation defines a map DV

r = ∇r : T r−1
m Q× T rmV → Vr, DV

0 = idV . If vp,
vpi , . . . , v

p
i1...ir

are the jet coordinates on T rmV (symmetric in all subscripts) and
V pi1...ir are the canonical coordinates on Vr, then DV

r is of the form

(1) V pi1...ir = vpi1...ir + polyn(T r−1
m Q× T r−1

m V ).

Set Dr
V = (DV

0 , D
V
1 , . . . , D

V
r ) : T r−1

m Q× T rmV → V r.
We define the r-th order Ricci equations EVr , r ≥ 2, as follows. For r = 2,

EV2 are the formal Ricci identities of Ṽ (Rm). By 28.4, they are of the form

(2) V p[ij] − bilin(W,V ) = 0.

For r > 2, EVr are the absolute derivatives of EVr−1 and the formal Ricci identities
of Ṽ (Rm)⊗⊗r−2T ∗Rm. These equations are of the form

(3) V pi1···[is−1is]···ir − bilin(W r−2, V r−2) = 0.

Definition. The r-th order Ricci subspace ZrV ⊂ Kr−2×V r is defined by EV2 =
0, . . . , EVr = 0, r ≥ 2. For r = 0, 1 we set Z0

V = V and Z1
V = V 1.

Lemma. ZrV is a submanifold of Kr−2×V r, it holds ZrV = (Cr−2, Dr
V )(T r−1

m Q×
T rmV ) and the restricted map (Cr−2, Dr

V ) : T r−1
m Q×T rmV → ZrV is a submersion.

Proof. For r = 0 we have Z0
V = V and D0

V = idV . For r = 1, D1
V : Q× T 1

mV →
V 1 = Z1

V is of the form

V p = vp, V pi = vpi + bilin(Q,V )

so that our claim is trivial. Assume by induction Zr−1
V is a submanifold and the

restriction of the first product projection of Kr−3×V r−1 to Zr−1
V is a surjective

submersion. Consider the fiber product Kr−2×Kr−3Zr−1
V and the product vector

bundle (Kr−2×Kr−3 Zr−1
V )×Vr. By (3) ZrV is characterized by affine equations

of constant rank. This proves ZrV is a subbundle and ZrV → Kr−2 is a surjective
submersion.

Assume by induction (Cr−3, Dr−1
V ) : T r−2

m Q × T r−1
m V → Zr−1

V is a surjec-
tive submersion. We have T rmV = T r−1

m V × V ⊗ SrRm∗. By (1) and (3),
(Cr−2, Dr

V ) : (T r−1
m Q × T r−1

m V ) × V ⊗ SrRm∗ → (ZrV → Kr−2 ×Kr−3 Zr−1
V ) is

bijective on each fiber. This proves our lemma. �
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28.9. The following result is of technical character, but it covers the core of
several applications. Let F be a G1

m-space.

Proposition. For every Gr+1
m -map f : T r−1

m Q×T rmV → F there exists a unique
G1
m-map g : ZrV → F satisfying f = g ◦ (Cr−2, Dr

V ).

Proof. First we deduce a lemma.

Lemma. If y, ȳ ∈ T r−1
m Q satisfy Cr−2(y) = Cr−2(ȳ), then there is an element

h ∈ Br+1
1 of the kernelBr+1

1 of the jet projectionGr+1
m → G1

m such that h(ȳ) = y.

Indeed, consider the orbit set T r−1
m Q/Br+1

1 . (We shall not need a manifold
structure on it, as one checks easily that 28.1 and 28.6 work at the set-theoretical
level as well.) This is a G1

m-set under the action a(Br+1
1 y) = aBr+1

1 (y), y ∈
T r−1
m Q, a ∈ G1

m ⊂ Gr+1
m . Clearly, the factor projection

p : T r−1
m Q→ T r−1

m Q/Br+1
1

is a Gr+1
m -map. By 28.6 there is a map g : Kr−2 → T r−1

m Q/Br+1
1 satisfying

p = g ◦ Cr−2. If Cr−2(y) = Cr−2(ȳ) = x, then p(y) = p(ȳ) = g(x). This proves
our lemma.

Consider the map (idT r−1
m Q, D

r
V ) : T r−1

m Q× T rmV → T r−1
m Q× V r and denote

by Ṽ r ⊂ T r−1
m Q× V r its image. By 28.8.(1), the restricted map DrV : T r−1

m Q×
T rmV → Ṽ r is bijective for every y ∈ T r−1

m Q, so that DrV is an equivariant diffeo-
morphism. Define C̃r−2 : Ṽ r → ZrV , C̃r−2(y, z) = (Cr−2(y), z), y ∈ T r−1

m Q,
z ∈ V r. By lemma 28.5, C̃r−2 is a surjective submersion. By definition,
C̃r−2(y, z) = C̃r−2(ȳ, z̄) means Cr−2(y) = Cr−2(ȳ) and z = z̄. Thus, the above
lemma implies C̃r−2 satisfies the orbit condition for Br+1

1 . By 28.1 there is a
G1
m-map g : ZrV → F satisfying f ◦ (DrV )−1 = g ◦ C̃r−2. Composing both sides

with DrV , we find f = g ◦ (Cr−2, Dr
V ). �

28.10. Remark. The idea of the proof of proposition 28.9 can be applied
to suitable invariant subspaces of V as well. We shall need the case P =
RegS2

R
m∗ ⊂ S2

R
m∗ of the standard fiber of the bundle of pseudoriemannian

metrics over m-manifolds. In this case we only have to modify the definition
of Pr to Pr = S2

R
m∗ ⊗ ⊗rRm∗, but the rest of 28.8 and 28.9 remains to be

unchanged. Thus, for every Gr+1
m -map f : T r−1

m Q × T rmP → F there exists a
unique G1

m-map g : ZrP → F satisfying f = g ◦ (Cr−2, Dr
P ).

28.11. Linear symmetric connection and a general vector field. Let F̃
denote the first order natural bundle over m-manifolds determined by G1

m-space
F . Consider an r-th order natural operator QτP 1 ⊕ Ṽ  F̃ with associated
Gr+2
m -map f : T rmQ × T rmV → F . Let Z̄rV ⊂ Kr−1 × V r be the pre-image of

ZrV ⊂ Kr−2 × V r with respect to the canonical projection Kr−1 → Kr−2.
Take the map ψr : S1

r+2 × T r−1
m Q ×Wr−1 → T rmQ from 28.6 and construct

ψr × idT rmV : S1
r+2 × T r−1

m Q ×Wr−1 × T rmV → T rmQ × T rmV . If we apply the
orbit reduction to f ◦ (ψr × idT rmV ) in the previous way, we obtain a Gr+1

m -
map h : T r−1

m Q×Wr−1 × T rmV → F such that f = h ◦
(
(πrr−1, Cr−1)× idT rmV

)
.

Applying proposition 28.9 (with ‘parameters’ from Wr−1) to h, we obtain
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Proposition. For every Gr+2
m -map f : T rmQ× T rmV → F there exists a unique

G1
m-map g : Z̄rV → F satisfying f = g ◦ (Cr−1, Dr

V ).

Roughly speaking, every r-th order natural operator QτP 1⊕Ṽ  F̃ factorizes
through the curvature operator and its absolute derivatives up to order r − 1
and through the absolute derivatives on vector bundle Ṽ up to order r.

28.12. Linear non-symmetric connections. An arbitrary linear connection
on TM can be uniquely decomposed into its symmetrization and its torsion
tensor. In other words, QP 1M = QτP

1M ⊕ TM ⊗ Λ2T ∗M . Hence we have
the situation of 28.11, in which the role of standard fiber V is played by Rm ⊗
Λ2
R
m∗ =: H . This proves

Corollary. For every Gr+2
m -map f : Jr0 (QP 1

R
m) → F there exists a unique

G1
m-map g : Z̄rH → F satisfying f = g ◦ (Cr−1, Dr

H).

28.13. Example. We determine all natural operators QP 1  T ∗ ⊗ T ∗. In
the same way as in 28.7 we deduce that such operators are of the first order.
By 28.12 we have to find all G1

m-maps f : K × H × H1 → R
m∗ ⊗ Rm∗. The

equivariance with respect to the homotheties yields the homogeneity condition

k2f(W,H,H1) = f(k2W,kH, k2H1).

Hence f is linear in W and H1 and quadratic in H. The term linear in W was
determined in 28.7. By the invariant tensor theorem, the term quadratic in H
is generated by the permutations of m, n, p, q in

δmi δ
n
j δ

p
kδ
q
lH

k
mnH

l
pq.

This yields the 3 different double contractions SkikS
l
jl, S

k
ijS

l
kl, S

k
ilS

l
jk of the tensor

product S ⊗ S of the torsion tensor with itself. Finally, the term linear in H1

corresponds to the permutations of l, m, n in

δliδ
m
j δ

n
kH

k
lmn.

This gives 3 generators

(1) Hk
ijk, Hk

ikj , Hk
jki.

Thus, all natural operators QP 1 → T ∗⊗T ∗ form an 8-parameter family linearly
generated by 2 different contractions of the curvature tensor of the symmetrized
connection, by 3 different double contractions of S ⊗ S and by 3 operators
constructed from the covariant derivatives of the torsion tensor with respect
to the symmetrized connection according to (1).

We remark that the first author determined all natural operators QP 1 → T ∗⊗
T ∗ by direct evaluation in [Kolář, 87b]. Some of his generators are geometrically
different of our present result, but both 8-parameter families are, of course,
linearly equivalent.
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28.14. Pseudoriemannian metrics. Using the notation of 28.10, we deduce
a reduction theorem for natural operators on pseudoriemannian metrics. Let
P̄ r = ZrP ∩ (Kr−2 × P × {0} × . . . × {0}) be the subspace determined by 0 ∈
P1, . . . , 0 ∈ Pr.

Lemma. P̄ r is a submanifold of ZrP .

Proof. By [Lichnerowicz, 76, p. 69], the Ricci identity in the case of the bundle
of pseudoriemannian metrics has the form

(1) Pij[kl] +Wm
iklPmj +Wm

jklPim = 0.

Thus, for r = 2, P̄ 2 ⊂ W × P 2 is characterized by the curvature equations E2,
by Pijk = 0, Pijkl = 0 and by

(2) Wm
iklPmj +Wm

jklPim = 0.

Equations (2) are G1
m-equivariant. We know that P is divided into m+1 compo-

nents Pσ according to the signature σ of the metric in question. Every element
in each component can be transformed by a linear isomorphism into a canonical
form ±δij . This implies that P̄ 2 is characterized by linear equations of constant
rank over each component Pσ. Assume by induction P̄ r−1 ⊂W r−3 × P r−1 is a
submanifold. Then P̄ r ⊂ P̄ r−1 × {0} ×Wr−2 is characterized by the curvature
equations Er and by

(3) Wn
iklm1...mr−2

Pnj +Wn
jklm1...mr−2

Pin = 0.

By the above argument we deduce that this is a system of affine equations of
constant rank over each Pσ. �

Consider a Gr+1
m -map f : T rmP → F . Applying 28.10 to f ◦ p2 = T r−1

m Q ×
T rmP → F , where p2 is the second product projection, we obtain a G1

m-map
h : ZrP → F satisfying

(4) f ◦ p2 = h ◦ (Cr−2, Dr
P ).

Let λr : T rmP → T r−1
m Q be the map determined by constructing the r-jets of the

Levi-Cività connection. Composing (4) with (λr, id) : T rmP → T r−1
m Q × T rmP ,

we find

(5) f = h ◦ (Cr−2, Dr
P ) ◦ (λr, id).

Let g be the restriction of h to P̄ r. Since the Levi-Cività connection is char-
acterized by the fact that the absolute differential of the metric tensor van-
ishes, the values of (Cr−2, Dr

P ) ◦ (λr, id) lie in P̄ r. Write Lr−2 = (Cr−2, Dr
P ) ◦

(λr, id) : T rmP → P̄ r. Then we can summarize by
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Proposition. For every Gr+1
m -map f : T rmP → F there exists a G1

m-map
g : P̄ r → F satisfying f = g ◦ Lr−2. �

This is the classical assertion that every r-th order natural operator on pseu-
doriemannian metrics with values in an arbitrary first order natural bundle fac-
torizes through the metric itself and through the absolute derivatives of the
curvature tensor of the Levi-Cività connection up to order r − 2.

We remark that each component Pσ of P can be treated separately in course
of the proof of the above proposition. Hence the result holds for any kind of
pseudoriemannian metrics (in particular for the proper Riemannian metrics).

28.15. Pseudoriemannian metric and a general vector field. A simple
modification of 28.11 and 28.14 leads to a reduction theorem for the r-th order
natural operators transforming a pseudoriemannian metric and a general vector
field into a section of a first order natural bundle. In the notation from 28.11 and
28.14, let f : T rmP ×T rmV → F be a Gr+1

m -map. Consider the product projection
p : T r−1

m Q× T rmP × T rmV → T rmP × T rmV . Then we can apply 28.9 and 28.10 to
the product P × V . Hence there exists a G1

m-map h : ZrP×V → F satisfying

(1) f ◦ p = h ◦ (Cr−2, Dr
P×V ).

Denote by P̄ rV ⊂ ZrPP × V ⊂ Kr−2 × P r × V r the subspace determined by
0 ∈ P1, . . . , 0 ∈ Pr. Analogously to 28.14 we deduce that P̄ rV is a submani-
fold. Write Lr−2

V = (λr, idT rmP ) × idT rmV : T rmP × T rmV → P̄ rV , i.e. Lr−2
V (u, v) =

(Cr−2(λr(u)), u0, 0, . . . , 0, Dr
V (λr(u), v)), u ∈ T rmP , v ∈ T rmV , u0 = πr0(u). Then

(1) implies f = h ◦Lr−2
V . If we denote by g the restriction of h to P̄ rV , we obtain

the following assertion.

Proposition. For every Gr+1
m -map f : T rmP ×T rmV → F there exists a G1

m-map
g : P̄ rV → F satisfying f = g ◦ Lr−2

V .

Hence every r-th order natural operator transforming a pseudoriemannian
metric and a general vector field into a section of a first order natural bundle
factorizes through the metric itself, through the absolute derivatives of the cur-
vature tensor of the Levi-Cività connection up to the order r − 2 and through
the absolute derivatives with respect to the Levi-Cività connection of the general
vector field up to the order r.

28.16. Remark. Since QτP 1M → M is an affine bundle, the standard fiber
T rmQ of its r-th jet prolongation is an affine space by 12.17. In other words,
Gr+2
m acts on T rmQ by affine isomorphisms. Consider an affine action of G1

m

of F (with the linear action as a special case). Then we can introduce the
concept of a polynomial map T rmQ → F analogously to 24.10. Analyzing the
proof of theorem 28.6, we observe that all the maps ψr and ϕr are polynomial.
This implies that for every polynomial Gr+2

m equivariant map f : T rmQ → F ,
the unique G1

m-equivariant map g : Kr−1 → F from the theorem 28.6 is the
restriction of a polynomial map ḡ : W r−1 → F .

Consider further a G1
m-module V as in 28.8 or an invariant open subset of such

a module as in 28.10. Then we also have defined the concept of a polynomial
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map of T r−1
m Q × T rmV into an affine G1

m-space F . Quite similarly to the first
part of this remark we deduce that for every polynomial Gr+1

m -equivariant map
f : T r−1

m Q × T rmV → F the unique G1
m-equivariant map g : ZrV → F from the

proposition 28.9 is the restriction of a polynomial map ḡ : W r−2 × V r → F .

29. The method of differential equations

29.1. In chapter IV we have clarified that the finite order natural operators
between any two bundle functors are in a canonical bijection with the equivariant
maps between certain G-spaces. We recall that in 5.15 we deduced the following
infinitesimal characterization of G-equivariance. Given a connected Lie group G
and two G-spaces S and Z we construct the induced fundamental vector field
ζSA and ζZA on S and Z for every element A ∈ g of the Lie algebra of G. Then
f : S → Z is a G-equivariant map if and only if vector fields ζSA and ζQA are
f -related for every A ∈ g, i.e.

(1) Tf ◦ ζSA = ζZA ◦ f for all A ∈ g.

The coordinate expression of (1) is a system of partial differential equations
for the coordinate components of f . If we can find the general solution of this
system, we obtain all G-equivariant maps. This procedure is sometimes called
the method of differential equations.

29.2. Remark. If G is not connected and G+ denotes its connected component
of unity, then the solutions of 29.1.(1) determine allG+-equivariant maps S → Z.
Obviously, there is an algebraic procedure how to decide which of these maps
are G-equivariant. We select one element ga in each connected component of
G and we check which solutions of 29.1.(1) are invariant with respect to all
ga. However, one usually interprets the solutions of 29.1.(1) geometrically. In
practice, if we succeed in finding the geometrical constructions of all solutions
of 29.1.(1), it is clear that all of them determine the G-equivariant maps and we
are not obliged to discuss the individual connected components of G.

29.3. From 5.12 we have that for each leftG-space S the map of the fundamental
vector fields A 7→ ζSA, A ∈ g, is a Lie algebra antihomomorphism, i.e. ζS[A,B] =
−[ζSA, ζ

S
B ] for all A, B ∈ g, where on the left-hand side is the Lie bracket in g

and on the right-hand side we have the bracket of vector fields. Hence if some
vectors Aα, α = 1, . . . , q ≤ dimG generate g as a Lie algebra, i.e. Aα with all
their iterated brackets generate g as a vector space, then the equations

Tf ◦ ζSAα = ζZAα ◦ f α = 1, . . . , q

imply Tf ◦ ζSA = ζZA ◦ f for all A ∈ g. In particular, for the group Grm the
generators of its Lie algebra are described in 13.9 and 13.10.
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29.4. The Levi-Cività connection. We are going to determine all first order
natural operators transforming pseudoriemannian metrics into linear connec-
tions. We denote by RegS2T ∗M the bundle of all pseudoriemannian metrics
over an m-manifold M , so that the standard fiber of the corresponding natural
bundle over m-manifolds is the subset RegS2

R
m∗ ⊂ S2

R
m∗ of all elements gij

satisfying det(gij) 6= 0. Since the zero of S2
R
m∗ does not lie in RegS2

R
m∗, the

homogeneous function theorem is of no use for our problem. (Of course, this
analytical fact is deeply reflected in the geometry of pseudoriemannian mani-
folds.) Hence we shall try to apply the method of differential equations. In the
canonical coordinates gij = gji, gij,k on the standard fiber S = J1

0 RegS2T ∗Rm,
the action of G2

m has the following form

ḡij = gklã
k
i ã
l
j(1)

ḡij,k = glm,nã
l
iã
m
j ã

n
k + glm(ãlikã

m
j + ãliã

m
jk).(2)

Since we deal with a classical problem, we shall use the classical Christoffel’s on
the standard fiber Z = (QP 1

R
m)0. In this case we have the following action of

G2
m

(3) Γ̄ijk = ailΓ
l
mnã

m
j ã

n
k + ail ã

l
jk

see 17.15.
We shall not need all differential equations of our problem, since we shall

proceed in another way in the final step. It is sufficient to deduce the funda-
mental vector fields Sijk on S and Zijk on Z corresponding to the one-parameter
subgroups aij = δij , ã

i
jk = t for j 6= k and aij = δij , a

i
jj = 2t. From (1)–(3) we

deduce easily

Sijk = 2gil

(
∂

∂glj,k
+

∂

∂glk,j

)
(4)

and

Zijk =
∂

∂Γijk
+

∂

∂Γikj
(5)

Hence the corresponding part of the differential equations for a G2
m-equivariant

map Γ: S → Z with components Γijk(glm, glm,n) is

(6) 2glp

(
∂Γijk
∂gpm,n

+
∂Γijk
∂gpn,m

)
= δil

(
δmj δ

n
k + δnj δ

m
k

)
.

Multiplying by glq and replacing q by l, we find

(7)
∂Γijk
∂glm,n

+
∂Γijk
∂gln,m

=
1
2
gil
(
δmj δ

n
k + δmk δ

n
j

)
.
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Let (7’) or (7”) be the equations derived from (7) by the permutation (l,m, n) 7→
(m,n, l) or (l,m, n) 7→ (n, l,m), respectively. Then the sum (7)+(7′)−(7′′) yields

(8)
2
∂Γijk
∂glm,n

=
1
2

(
gil(δmj δ

n
k + δmk δ

n
j ) + gim(δnj δ

l
k + δnk δ

l
j)

− gin(δljδ
m
k + δlkδ

m
j )
)
.

The right-hand sides are independent on gij,k. Since we meet such a situation
frequently, it is useful to formulate a simple lemma of general character.

29.5. Lemma. Let U be an open subset in Ra with coordinates zα and let

f(zα, wλ) be a smooth function on U×Rb, (wλ) ∈ Rb, satisfying ∂f(z,w)
∂wλ

= gλ(z).
Then

(1) f(z, w) =
b∑

λ=1

gλ(z)wλ + h(z)

where h(z) is a smooth function on U .

Proof. Notice that the difference F (z, w) = f(z, w) −
∑b
λ=1 gλ(z)wλ satisfies

∂F
∂wλ

= 0. �

Applying lemma 29.5 to 29.4.(8), we find

Γijk =
1
2
gil(glj,k + glk,j − gjk,l) + γijk(glm).

For γijk = 0 we obtain the coordinate expression of the Levi-Cività connection Λ,
which is natural by its standard geometric interpretation. Hence the difference
Γ− Λ is a GL(m)-equivariant map RegS2

R
m∗ → R

m ⊗ Rm∗ ⊗ Rm∗.

29.6. Lemma. The only GL(m)-equivariant map f : RegS2
R
m∗ → R

m⊗Rm∗⊗
R
m∗ is the zero map.

Proof. Let Is be the matrix gii = 1 for i ≤ s, gjj = −1 for j > s and gij = 0 for
i 6= j. Since every g ∈ RegS2

R
m∗ can be transformed into some Is, it suffices to

deduce f ijk(Is) = 0 for all i, j, k. If j 6= i 6= k or j = i = k, the equivariance with
respect to the change of orientation on the i-th axis gives f ijk(Is) = −f ijk(Is). If
j = i 6= k, we obtain the same result by changing the orientation on both the
i-th and k-th axes. �

Lemma 29.6 implies Γ− Λ = 0. This proves

29.7. Proposition. The only first order natural operator transforming pseu-
doriemannian metrics into linear connections is the Levi-Cività operator.

Electronic edition of: Natural Operations in Differential Geometry, Springer-Verlag, 1993



248 Chapter VI. Methods for finding natural operators

Remarks

The first version of our systematical approach to the problem of finding nat-
ural operators was published in [Kolář, 87b]. In the same paper both geometric
results from section 25 are deduced. The smooth version of the tensor evaluation
theorem is first presented in this book. Proposition 26.12 was proved by [Kolář,
Radziszewski, 88]. The generalized invariant tensor theorem was first used in
[Kolář, 87b]. We remark that the natural equivalence s : TT ∗ → T ∗T from 26.11
was first studied in [Tulczyjew, 74].

The reduction theorems for symmetric linear connections and pseudorieman-
nian metrics are classical, see e.g. [Schouten, 54]. Some extensions or reformula-
tions of them are presented in [Lubczonok, 72] and [Krupka, 82]. The method of
differential equations is used systematically e.g. in the book [Krupka, Janyška,
90]. The complete version of proposition 29.7 was deduced in [Slovák, 89].
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CHAPTER VII.
FURTHER APPLICATIONS

In this chapter we discuss some further geometric problems about different
types of natural operators. First we deduce that all natural bilinear operators
transforming a vector field and a differential k-form into a differential k-form
form a 2-parameter family. This further clarifies the well known relation be-
tween Lie derivatives and exterior derivatives of k-forms. From the technical
point of view this problem can be considered as a preparatory exercise to the
problem of finding all bilinear natural operators of the type of the Frölicher-
Nijenhuis bracket. We deduce that in general case all such operators form a
10-parameter family. Then we prove that there is exactly one natural operator
transforming general connections on a fibered manifold Y →M into general con-
nections on its vertical tangent bundle V Y → M . Furthermore, starting from
some geometric problems in analytical mechanics, we deduce that all first-order
natural operators transforming second-order differential equations on a manifold
M into general connections on its tangent bundle TM →M form a one param-
eter family. Further we study the natural transformations of the jet functors.
The construction of the bundle of all r-jets between any two manifolds can be
interpreted as a functor Jr on the product category Mfm ×Mf . We deduce
that for r ≥ 2 the only natural transformations of Jr into itself are the identity
and the contraction, while for r = 1 we have a one-parameter family of homo-
theties. This implies easily that the only natural transformation of the functor
of the r-th jet prolongation of fibered manifolds into itself is the identity. For
the second iterated jet prolongation J1(J1Y ) of a fibered manifold Y we look
for an analogy of the canonical involution on the second iterated tangent bundle
TTM . We prove that such an exchange map depends on a linear connection on
the base manifold and we give a simple list of all natural transformations of this
type.

The next section is devoted to some problems from Riemannian geometry.
Here we complete our study of natural connections on Riemannian manifolds,
we prove the Gilkey theorem on natural differential forms and we find all natural
lifts of Riemannian metrics to the tangent bundles. We also deduce that all
natural operators transforming linear symmetric connections into exterior forms
are generated by the Chern forms. Since there are no natural forms of odd
degree, all of them are closed.

In the last section, we present a survey of some results concerning the multi-
linear natural operators which are based heavily on the (linear) representation
theory of Lie algebras. First we treat the naturality over the whole category
Mfm, where the main tools come from the representation theory of infinite di-
mensional algebras of vector fields. At the very end we comment briefly on the
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250 Chapter VII. Further applications

category of conformal (Riemannian) manifolds, which leads to finite dimensional
representation theory of some parabolic subalgebras of the Lie algebras of the
pseudo orthogonal groups.

30. The Frölicher-Nijenhuis bracket

The main goal of this section is to determine all bilinear natural operators of
the type of the Frölicher-Nijenhuis bracket. But we find it useful to start with a
technically simpler problem, which can serve as an introduction.

30.1. Bilinear natural operators T ⊕ΛpT ∗  ΛpT ∗. We are going to study
the natural operators transforming a vector field and an exterior p-form into an
exterior p-form. In order to get results of geometric interest, it is reasonable to
restrict ourselves to the bilinear operators. The two simplest examples of such
operators are (X,ω) 7→ diXω and (X,ω) 7→ iXdω.

Proposition. All bilinear natural operators T ⊕ ΛpT ∗  ΛpT ∗ form the 2-
parameter family

(1) k1diXω + k2iXdω, k1, k2 ∈ R.

Proof. First of all, every such operator has finite order r by the bilinear Pee-
tre theorem. The canonical coordinates on the standard fiber S = Jr0TR

m ×
Jr0 ΛpT ∗Rm are Xi

α, bi1...ip,β , |α| ≤ r, |β| ≤ r, while the canonical coordinates
on the standard fiber Z = ΛpRm∗ are ci1...ip . Since we consider the bilinear
operators, even the associated maps f : S → Z are bilinear in Xi

α and bi1...ip,β .
Using the homotheties in GL(m) ⊂ Gr+1

m , we obtain

(2) kpf(Xi
α, bi1...ip,β) = f(k|α|−1Xi

α, k
p+|β|bi1...ip,β).

This implies that only the products Xibi1...ip,j and Xi
jbi1...ip can appear in f .

(In particular, every natural bilinear operator T ⊕ΛpT ∗  ΛpT ∗ is a first order
operator.) Denote by f = f1 + f2 the corresponding decomposition of f .

The transformation laws of bi1...ip , bi1...ip,j can be found in 25.4 and one
deduces easily

(3) X̄i = aijX
j , X̄i

j = aiklã
k
jX

l + aikX
k
l ã

l
j .

In particular, the transformation laws with respect to the subgroup GL(m) ⊂
G2
m are tensorial in all cases. Hence we first have to determine the GL(m)-

equivariant bilinear maps Rm×ΛpRm∗⊗Rm∗ → ΛpRm∗. Consider the following
diagram

(4)

R
m × ΛpRm∗ ⊗ Rm∗ w

f1

u

id×Altp ⊗ id
z

u

ΛpRm∗
y

u

u

Altp

R
m ×⊗p+1

R
m∗ w ⊗pRm∗
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30. The Frölicher-Nijenhuis bracket 251

where Alt denotes the alternator of the indicated degree. The vertical maps are
also GL(m)-equivariant and the GL(m)-equivariant map in the bottom row can
be determined by the invariant tensor theorem. This implies that f1 is a linear
combination of the contraction of Xi with the derivation entry in bi1...ip,j and
of the contraction of Xi with a non-derivation entry in bi1...ip,j followed by the
alternation. To specify f2, consider the diagram

(5)

R
m ⊗ Rm∗ ⊗ ΛpRm∗ w

f̃2

u

id⊗ id⊗Altp
z

u

ΛpRm∗
y

u

u

Altp

R
m ×⊗p+1

R
m∗ w ⊗pRm∗

where f̃2 is the linearization of f2. Taking into account the maps in the bot-
tom row determined by the invariant tensor theorem, we conclude similarly as
above that f2 is a linear combination of the inner contraction Xj

j multiplied
by bi1...ip and of the contraction Xj

i1
bi2...ipj followed by the alternation. Thus,

the equivariance of f with respect to GL(m) leads to the following 4-parameter
family

(6) fi1...ip = aXjbi1...ip,j + bXjbj[i2...ip,i1] + cXj
j bi1...ip + eXj

[i1
bi2...ip]j

a, b, c, e ∈ R.
The equivariance of f on the kernel aij = δij is expressed by the relation

(7)
0 = − aXj(bki2...ipa

k
i1j + · · ·+ bi1...ip−1ka

k
ipj)+

bXjbk[i2...ipa
k
i1]j + cakkjX

jbi1...ip + eXjakj[i1bi2...ip]k.

This implies

(8) c = 0 and a = b+ e

which gives the coordinate form of (1). �

30.2. The Lie derivative. Proposition 30.1 gives a new look at the well known
formula expressing the Lie derivative LXω of a p-form as the sum of diXω and
iXdω. Clearly, the Lie derivative operator on p-forms (X,ω) 7→ LXω is a bilinear
natural operator T ⊕ ΛpT ∗  ΛpT ∗. By proposition 30.1, there exist certain
real numbers a1 and a2 such that

LXω = a1diXω + a2iXdω

for every vector field X and every p-form ω on m-manifolds. If we evaluate
a1 = 1 = a2 in two suitable special cases, we obtain an interesting proof of the
classical formula.
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30.3. Bilinear natural operators T⊕ΛpT ∗  ΛqT ∗. These operators can be
determined in the same way as in 30.1, see [Kolář, 90b]. That is why we restrict
ourselves to the result. The only natural bilinear operators T ⊕ΛpT ∗  Λp−1T ∗

or Λp+1T ∗ are the constant multiples of iXω or d(iXdω), respectively. In the
case q 6= p− 1, p, p+ 1, we have the zero operator only.

30.4. Bilinear natural operators of the Frölicher-Nijenhuis type. The
wedge product of a differential q-form and a vector valued p-form is a bilin-
ear map Ωq(M) × Ωp(M,TM) → Ωp+q(M,TM) characterized by ω ∧ (ϕ ⊗
X) = (ω ∧ ϕ) ⊗ X for all ω ∈ Ωq(M), ϕ ∈ Ωp(M), X ∈ X(M). Further let
C : Ωp(M,TM)→ Ωp−1(M) be the contraction operator defined by C(ω⊗X) =
i(X)ω for all ω ∈ Ωp(M), X ∈ X(M). In particular, for P ∈ Ω0(M,TM) we have
C(P ) = 0. Clearly C(i(P )Q) is a linear combination of C(i(Q)P ), i(P )(C(Q)),
i(Q)(C(P )), P ∈ Ωp(M,TM), Q ∈ Ωq(M,TM). By I we denote IdTM , viewed
as an element of Ω1(M,TM).

Theorem. For dimM ≥ p+ q, all bilinear natural operators A : Ωp(M,TM)×
Ωq(M,TM) → Ωp+q(M,TM) form a vector space linearly generated by the
following 10 operators

(1)

[P,Q], dC(P ) ∧Q, dC(Q) ∧ P, dC(P ) ∧ C(Q) ∧ I,
dC(Q) ∧ C(P ) ∧ I, dC(i(P )Q) ∧ I, i(P )dC(Q) ∧ I,
i(Q)dC(P ) ∧ I, d(i(P )C(Q)) ∧ I, d(i(Q)C(P )) ∧ I.

These operators form a basis if p, q ≥ 2 and m ≥ p+ q + 1.

30.5. Remark. If p or q is ≤ 1, then all bilinear natural operators in question
are generated by those terms from 30.4.(1) that make sense. For example, in the
extreme case p = q = 0 our result reads that the only bilinear natural operators
X(M)×X(M)→ X(M) are the constant multiples of the Lie bracket. This was
proved by [van Strien, 80], [Krupka, Mikolášová, 84], and in an ‘infinitesimal’
sense by [de Wilde, Lecomte, 82]. For a detailed discussion of all special cases
we refer the reader to [Cap, 90]. Clearly, for m < p+q we have the zero operator
only.

30.6. To prove theorem 30.4, we start with the fact that the bilinear Peetre
theorem implies that every A has finite order r. Denote by P ij1...jp or Qij1...jq
the canonical coordinates on Rm ⊗ ΛpRm∗ or Rm ⊗ ΛqRm∗, respectively. The
associated map A0 of A is bilinear in P ’s and Q’s and their partial derivatives up
to order r. Using equivariance with respect to homotheties in GL(m), we find
that A0 contains only the products P ij1...jp,kQ

m
n1...nq and Qij1...jq,kP

m
n1...np , where

the first term in both expressions means the partial derivative with respect to
xk. In other words, A is a first order operator and A0 is a sum A1 +A2 where

A1 : Rm ⊗ ΛpRm∗ ⊗ Rm∗ × Rm ⊗ ΛqRm∗ → R
m ⊗ Λp+qRm∗

A2 : Rm ⊗ ΛpRm∗ × Rm ⊗ ΛqRm∗ ⊗ Rm∗ → R
m ⊗ Λp+qRm∗
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are bilinear maps. One finds easily that the transformation law of P ij1...jp,k is

(1)

P̄ ij1...jp,k = P lm1...mp,na
i
l ã
m1
j1

. . . ã
mp
jp
ãnk

+ P lm1...mp(ailnã
m1
j1

. . . ã
mp
jp
ãnk + ail ã

m1
j1k
ãm2
j2

. . . ã
mp
jp

+ . . .

+ ail ã
m1
j1

. . . ã
mp
jpk

).

30.7. Taking into account the canonical inclusion GL(m) ⊂ G2
m, we see that

the linear maps associated with the bilinear maps A1 and A2, which will be
denoted by the same symbol, areGL(m)-equivariant. Consider first the following
diagram

(1)

R
m ⊗ ΛpRm∗ ⊗ Rm∗ ⊗ Rm ⊗ ΛqRm∗ wA1

u

id⊗Altp ⊗ id⊗Altq
z

u

R
m ⊗ Λp+qRm∗

y

u

u

id⊗Altp+q

R
m ⊗⊗pRm∗ ⊗ Rm∗ ⊗ Rm ⊗⊗qRm∗ w Rm ⊗⊗p+qRm∗

where Alt denotes the alternator of the indicated degree. It suffices to determine
all equivariant maps in the bottom row, to restrict them and to take the alterna-
tor of the result. By the invariant tensor theorem, all GL(m)-equivariant maps
⊗2
R
m ⊗ ⊗p+q+1

R
m∗ → R

m ⊗ ⊗p+qRm∗ are given by all kinds of permutations
of the indices, all contractions and tensorizing with the identity. Since we apply
this to alternating forms and use the alternator on the result, permutations do
not play a role.

In what follows we discuss the case p ≥ 2, q ≥ 2 only and we leave the other
cases to the reader. (A direct discussion shows that in the remaining cases the
list (2) below should be reduced by those terms that do not make sense, but
the next procedure leads to theorem 30.4 as well.) Constructing A1, we may
contract the vector field part of P into a non-derivation entry of P or into the
derivation entry of P or into Q, and we may contract the vector field part of
Q into Q or into a non-derivation entry of P or into the derivation entry of
P , and then tensorize with the identity of Rm. This gives 8 possibilities. If
we perform only one contraction, we get 6 further possibilities, so that we have
a 14-parameter family denoted by the lower case letters in the list (2) below.
Constructing A2, we obtain analogously another 14-parameter family denoted
by upper case letters in the list (2) below. Hence GL(m)-equivariance yields the
following expression for A0 (we do not indicate alternation in the subscripts and
we write α, β for any kind of free form-index on the right hand side)

(2)

aPmmα,kQ
n
nβδ

i
l + bPmα,mQ

n
nβδ

i
l + cPmα,kQ

n
nmβδ

i
l + dPmmnα,kQ

n
βδ
i
l+

ePmnα,mQ
n
βδ
i
l + fPmnα,kQ

n
mβδ

i
l + gPmmα,nQ

n
βδ
i
l + hPmα,nQ

n
mβδ

i
l+

iPmmα,kQ
i
β + jPmα,mQ

i
β + kPmα,kQ

i
mβ + lP iα,kQ

n
nβ +mP inα,kQ

n
β+

nP iα,nQ
n
β +APmmαQ

n
nβ,kδ

i
l +BPmmαQ

n
β,nδ

i
l + CPmmnαQ

n
β,kδ

i
l+

DPmα Q
n
nmβ,kδ

i
l + EPmα Q

n
mβ,nδ

i
l + FPmnαQ

n
mβ,kδ

i
l +GPmα Q

n
nβ,mδ

i
l+

HPmnαQ
n
β,mδ

i
l + IP iαQ

n
nβ,k + JP iαQ

n
β,n +KP inαQ

n
β,k+

LPmmαQ
i
β,k +MPmα Q

i
mβ,k +NPmα Q

i
β,m.
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30.8. Then we consider the kernel K of the jet projection G2
m → G1

m. Using
30.5.(1) with aij = δij , we evaluate that A0 is K-equivariant if and only if the
following coordinate expression
(1)(

BPmmαQ
t
βa

n
tn + (−1)qqBPmmαQ

n
tβa

t
nk + bP tαQ

n
nβa

m
tm−

(−1)p+qpbPmtαQ
n
nβa

t
mk + ((−1)qc−D − (−1)q(q − 1)G)Pmα Q

n
ntβa

t
mk+

(C − (−1)qd− (−1)p+q(p− 1)g)PmmtαQ
n
βa

t
nk + ePmnαQ

n
βa

t
mt+

(H − e)PmtαQnβatmn + EPmα Q
t
mβa

n
tn + (h− E)Pmα Q

n
tβa

t
mn+

((−1)qqH − (−1)qf − F )PmnαQ
n
tβa

t
mk+

(F + (−1)qf − (−1)p+qph)PmnαQ
t
mβa

n
tk − (−1)p+q(p− 1)ePmntαQ

n
βa

t
mk−

(−1)q(q − 1)EPmα Q
n
mtβa

t
nk

)
δil + jP tαQ

i
βa

m
tm + (−1)p+qpjPmtαQ

i
βa

t
mk+

JP iαQ
t
βa

m
tm + (−1)qqJP iαQ

m
tβa

t
mk − ((−1)qk − (−1)qqN +M)Pmα Q

i
tβa

t
mk+

(K + (−1)p+qpn− (−1)qm)P imαQ
t
βa

m
tk − l(−1)qP tαQ

m
mβa

i
tk+

LPmmαQ
t
βa

i
tk − (−1)qmP tmαQ

m
β a

i
tk +MPmα Q

t
mβa

i
tk + (n+N)Pmα Q

t
βa

i
mt

represents the zero map Rm ⊗ ΛpRm∗ × Rm ⊗ ΛqRm∗ × Rm ⊗ S2
R
m∗ → R

m ⊗
Λp+qRm∗.

For dimM ≥ p + q + 1, the individual terms in (1) are linearly independent.
Hence (1) is the zero map if and only if all the coefficients vanish. This leads to
the following equations

(2)

b = B = e = E = h = H = j = J = l = L = m = M = 0

c = (q − 1)G+ (−1)qD, C = (−1)qd+ (−1)p+q(p− 1)g

F = (−1)q−1f, k = −qn, K = (−1)p+q−1pn, N = −n

while a, A, d, D, f , g, G, n, i, I are independent parameters. This yields the
coordinate form of 30.4.(1).

In the case m = p+ q, p, q ≥ 2, there are certain linear relations between the
individual terms of (1). They are described explicitly in [Cap, 90]. But even in
this case we obtain the final result in the form indicated in theorem 30.4. �

30.9. Linear and bilinear natural operators on vector valued forms.
Roughly speaking, we can characterize theorem 30.4 by saying that the Frölicher-
Nijenhuis bracket is the only non-trivial operator in the list 30.4.(1), since the
remaining terms can easily be constructed by means of tensor algebra and ex-
terior differentiation. We remark that the natural operators on vector valued
forms were systematically studied by A. Cap. He deduced the complete list of
all linear natural operators Ωp(M,TM) → Ωq(M,TM) and all bilinear natu-
ral operators Ωp(M,TM) × Ωq(M,TM) → Ωr(M,TM), which can be found
in [Cap, 90]. From a general point of view, the situation is analogous to 30.4:
except the Frölicher-Nijenhuis bracket, all other operators in question can easily
be constructed by means of tensor algebra and exterior differentiation.
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30.10. Remark on the Schouten-Nijenhuis bracket. This is a bilinear
operator C∞ΛpTM × C∞ΛqTM → C∞Λp+q−1TM introduced geometrically
by [Schouten, 40] and further studied by [Nijenhuis, 55]. In [Michor, 87b] the
natural operators of this type are studied. The problem is technically much
simpler than in the Frölicher-Nijenhuis case and the same holds for the result:
The only natural bilinear operators ΛpT ⊕ ΛqT  Λp+q−1T are the constant
multiples of the Schouten-Nijenhuis bracket.

31. Two problems on general connections

31.1. Vertical prolongation of connections. Consider a connection Γ: Y →
J1Y on a fibered manifold Y →M . If we apply the vertical tangent functor V ,
we obtain a map V Γ: V Y → V J1Y . Let iY : V J1Y → J1V Y be the canonical
involution, see 39.8. Then the composition

(1) VY Γ := iY ◦ V Γ: V Y → J1V Y

is a connection on V Y →M , which will be called the vertical prolongation of Γ.
Since this construction has geometrical character, V is an operator J1  J1V
natural on the category FMm,n.

Proposition. The vertical prolongation V is the only natural operator J1  
J1V .

We start the proof with finding the equations of VΓ. If

(2) dyp = F pi (x, y)dxi

is the coordinate form of Γ and Y p = dyp are the additional coordinates on V Y ,
then (1) implies that the equations of VΓ are (2) and

(3) dY p =
∂F pi
∂yq

Y qdxi.

31.2. The standard fiber of V on the category FMm,n is Rn. Let S1 =
J1

0 (J1(Rm × Rn → R
m) → R

m × Rn) and Z = J1
0 (V (Rm × Rn) → R

m),
0 ∈ Rm × Rn. By 18.19, the first order natural operators are in bijection with
G2
m,n-maps S1 ×Rn → Z over the identity of Rn. The canonical coordinates on

S1 are ypi , ypiq, y
p
ij and the action of G2

m,n can be found in 27.3. The action of
G2
m,n on Rn is

(1) Ȳ p = apqY
q.

The coordinates on Z are Y p, zpi = ∂yp/∂xi, Y pi = ∂Y p/∂xi. By standard
evaluation we find the following action of G2

m,n

(2)
Ȳ p = apqY

q, z̄pi = apqz
q
j ã
j
i + apj ã

j
i

Ȳ pi = apqY
q
j ã

j
i + apqrz

r
jY

qãji + apqjY
qãji .
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The coordinate form of any map S1×Rn → Z over the identity of Rn is Y p = Y p

and

zpi = fpi (Y q, yrj , y
s
kt, y

u
lm)

Y pi = gpi (Y q, yrj , y
s
kt, y

u
lm).

First we discuss fpi . The equivariance with respect to base homotheties yields

(3) kfpi = fpi (Y q, kyrj , ky
s
kt, k

2yulm).

By the homogeneous function theorem, if we fix Y q, then fpi is linear in yrj , y
s
kt

and independent of yulm. The fiber homotheties then give

(4) kfpi = fpi (kY q, kyrj , y
s
kt).

By (3) and (4), fpi is a sum of an expression linear in ypi and bilinear in Y p and
ypiq. Since fpi is GL(m) × GL(n)-equivariant, the generalized invariant tensor
theorem implies it has the following form

(5) aypi + bY pyqqi + cY qypqi.

The equivariance on the kernel K of the projection G2
m,n → G1

m ×G1
n yields

(6) api = aapi + bY p(aqqi + aqqry
r
i ) + cY q(apqi + apqry

r
i ).

This implies a = 1, b = c = 0, which corresponds to 31.1.(2).
For gpi , the above procedure leads to the same form (5). Then the equivariance

with respect to K yields a = b = 0, c = 1. This corresponds to 31.1.(3). Thus
we have proved that V is the only first order natural operator J1  J1V .

31.3. By 23.7, every natural operator A : J1  J1V has a finite order r. Let f =
(fpi , g

p
i ) : Sr ×Rn → Z be the associated map of A, where Sr = Jr0 (J1(Rm+n →

R
m) → R

m+n). Consider first fpi (Y q, yrjαβ) with the same notation as in the
second step of the proof of proposition 27.3. The base homotheties yield

(1) kfpi = fpi (Y q, k|α|+1yrjαβ).

By the homogeneous function theorem, if we fix Y p, then fpi are independent
of ypiαβ with |α| ≥ 1 and linear in ypiβ . Hence the only s-th order term is
ϕs = ϕpjβiq (Y r)yqjβ , |β| = s, s ≥ 2. Using fiber homotheties we find that ϕs is of
degree s in Y p. Then the generalized invariant tensor theorem implies that ϕs
is of the form

asy
p
iq1...qs

Y q1 . . . Y qs + bsY
pyq1iq1q2...qsY

q2 . . . Y qs .

Consider the equivariance with respect to the kernel of the jet projection Gr+1
m,n →

Grm,n. Using induction we deduce the transformation law

ȳpiq1...qr = ypiq1...qr + aptq1...qry
t
i + apiq1...qr ,

while the lower order terms remain unchanged. By direct evaluation we find
ar = br = 0. The same procedure takes place for gpi . Hence A is an operator
of order r − 1. By recurrence we conclude A is a first order operator. This
completes the proof of proposition 31.1.
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31.4. Remark. In [Kolář, 81a] it was clarified geometrically that the vertical
prolongation VΓ plays an important role in the theory of the original connec-
tion Γ. The uniqueness of VΓ proved in proposition 31.1 gives a theoretical
justification of this phenomenon.

It is remarkable that there is another construction of VΓ using flow pro-
longations of vector fields, see 45.4. The equivalence of both definitions is an
interesting consequence of the uniqueness of operator V.

31.5. Natural operators transforming second order differential equa-
tions into general connections. We recall that a second order differential
equation on a manifold M is usually defined as a vector field ξ : TM → TTM on
TM satisfying TpM ◦ ξ = idTM , where pM : TM →M is the bundle projection.
Let LM be the Liouville vector field on TM , i.e. the vector field generated by
the homotheties. If [ξ, LM ] = ξ, then ξ is said to be a spray. There is a classi-
cal bijection between sprays and linear symmetric connections, which is used in
several branches of differential geometry. (We shall obtain it as a special case of
a more general construction.)

A. Dekrét, [Dekrét, 88], studied the problem whether an arbitrary second
order differential equation on M determines a general connection on TM by
means of the naturality approach. He deduced rather quickly a simple analytical
expression for all first order natural operators. Only then he looked for the
geometrical interpretation. Keeping the style of this book, we first present the
geometrical construction and then we discuss the naturality problem.

According to 9.3, the horizontal projection of a connection Γ on an arbitrary
fibered manifold Y is a vector valued 1-form on Y , which will be called the
horizontal form of Γ.

On the tangent bundle TM , we have the following natural tensor field VM of
type

(
1
1

)
. Since TM is a vector bundle, its vertical tangent bundle is identified

with TM ⊕ TM . For every B ∈ TTM we define

(1) VM (B) = (pTMB, TpMB).

(A general approach to natural tensor fields of type
(

1
1

)
on an arbitrary Weil

bundle is explained in [Kolář, Modugno, 92].)
Given a second order differential equation ξ on M , the Lie derivative LξVM

is a vector valued 1-form on TM . Let 1TTM be the identity on TTM . The
following result gives a construction of a general connection on TM determined
by ξ.

Lemma. For every second order differential equation ξ on M , 1
2 (1TTM−LξVM )

is the horizontal form of a connection on TM .

Proof. Let xi be local coordinates on M and yi = dxi be the induced coordinates
on TM . The coordinate expression of the horizontal form of a connection on
TM is

(2) dxi ⊗ ∂

∂xi
+ F ji (x, y)dxi ⊗ ∂

∂yj
.
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By (1), the coordinate expression of VM is

(3) dxi ⊗ ∂

∂yi
.

Having a second order differential equation ξ of the form

(4) yi
∂

∂xi
+ ξi(x, y)

∂

∂yi

we evaluate directly for LξVM

(5) −dxi ⊗ ∂

∂xi
− ∂ξi

∂yj
dxj ⊗ ∂

∂yi
+ dyi ⊗ ∂

∂yi
.

Hence 1
2 (1TM − LξVM ) has the required form

(6) dxi ⊗ ∂

∂xi
+

1
2
∂ξi

∂yj
dxj ⊗ ∂

∂yi
. �

31.6. Denote by A the operator from lemma 31.5. By the general theory, the
difference of two general connections on TM →M is a section TM → V TM ⊗
T ∗M = (TM ⊕ TM)⊗ T ∗M . The identity tensor of TM ⊗ T ∗M determines a
natural section IM : TM → V TM ⊗ T ∗M . Hence A + kI is a natural operator
for every k ∈ R.

Proposition. All first order natural operators transforming second order dif-
ferential equations on a manifold into connections on the tangent bundle form
the one-parameter family

A+ kI, k ∈ R.

Proof. We have the case of a morphism operator from 18.17 with C = Mfm,
F1 = G1 = T , q = id, F2 = T 2

1 , G2 = J1T and the additional conditions
that we consider the sections of T 2

1 → T and J1T → T . Let S be the fiber of
J1(T 2

1R
m → TRm) over 0 ∈ Rm and Z be the fiber of J1TRm over 0 ∈ Rm. By

18.19 we have to determine all G3
m-equivariant maps f : S → Z over the identity

of T0R
m.

Denote by Xi = dxi

dt , Y i = d2xi

dt2 the induced coordinates on T 2
1R

m and by
Xi
j = ∂Y i/∂xj , Y ij = ∂Y i/∂Xj the induced coordinates on S. By direct evalu-

ation, one finds the following action of G3
m

X̄i = aijX
j , Ȳ i = aijkX

jXk + aijY
j(1)

X̄i
j = aiklmã

m
j X

kX l + aiklã
l
jY

k + 2aiklã
k
mja

m
n X

lXn + aikX
k
l ã

l
j+(2)

aikã
l
mja

m
n X

nY kl

Ȳ ij = 2aiklã
l
jX

k + aikY
k
l ã

l
j(3)
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The standard coordinates Zi, Zij on Z have the transformation law

(4) Z̄i = aijZ
j , Z̄ij = aiklã

k
jZ

l + aikZ
k
l ã

l
j .

Let Zi = Xi and Zij = f ij(X
p, Y q, Xm

n , Y
k
l ) be the coordinate expression of

f . The equivariance with respect to the homotheties in GL(m) ⊂ G3
m yields

(5) f ij(X
p, Y q, Xm

n , Y
k
l ) = f ij(kX

p, kY q, Xm
n , Y

k
l ).

Hence f ij do not depend on Xp and Y q. Let aij = δij , a
i
jk = 0. Then the

equivariance condition reads

(6) f ij(X
m
n , Y

k
l ) = f ij(X

m
n + amnpqX

pXq, Y kl ).

This implies f ij are independent of Xm
n . Putting aij = δij , we obtain

(7) f ij(Y
k
l ) + aimjX

m = f ij(Y
k
l + 2aklmX

m)

with arbitrary aijk. Differentiating with respect to Y kl , we find ∂f ij/∂Y
k
l = const.

Hence f ij are affine functions. By the Invariant tensor theorem, we deduce

(8) f ij = k1Y
i
j + k2δ

i
jY

k
k + k3δ

i
j .

Using (7) once again, we obtain k1 = 1
2 , k2 = 0. This gives the coordinate form

of our assertion. �

31.7. Remark. If X is a spray, then the operator A from lemma 31.5 deter-
mines the classical linear symmetric connection induced by X. Indeed, 31.5.(4)
satisfies the spray condition if and only if

∂ξi

∂yj
yj = 2ξi.

This kind of homogeneity implies ξi = bijk(x)yjyk. Then the coordinate form of
A(X) is

dyi = bijk(x)yjdxk.

32. Jet functors

32.1. By 12.4, the construction of r-jets of smooth maps can be viewed as
a bundle functor Jr on the product category Mfm ×Mf . We are going to
determine all natural transformations of Jr into itself. Denote by ŷ : M → N

the constant map of M into y ∈ N . Obviously, the assignment X 7→ jrαX β̂X
is a natural transformation of Jr into itself called the contraction. For r = 1,
J1(M,N) coincides with Hom(TM,TN), which is a vector bundle over M ×N .
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Proposition. For r ≥ 2 the only natural transformations Jr → Jr are the
identity and the contraction. For r = 1, all natural transformations J1 → J1

form the one-parametric family of homotheties X 7→ cX, c ∈ R.

Proof. Consider first the subcategoryMfm×Mfn ⊂Mfm×Mf . The standard
fiber S = Jr0 (Rm,Rn)0 is a Grm ×Grn-space and the action of (A,B) ∈ Grm ×Grn
on X ∈ S is given by the jet composition

(1) X̄ = B ◦X ◦A−1.

According to the general theory, the natural transformations Jr → Jr are in
bijection with the Grm ×Grn-equivariant maps f : S → S.

Write A−1 = (ãij , . . . , ã
i
j1...jr

), B = (bpq , . . . , b
p
q1...qr ), X = (Xp

i , . . . , X
p
i1...ir

) =
(X1, . . . , Xr). Consider the equivariance of f = (f1, . . . , fr) with respect to the
homotheties in GL(m) ⊂ Grm. This gives the homogeneity conditions

kf1(X1, . . . , Xs, . . . , Xr) = f1(kX1, . . . , k
sXs, . . . , k

rXr)
...

ksfs(X1, . . . , Xs, . . . , Xr) = fs(kX1, . . . , k
sXs, . . . , k

rXr)(2)
...

krfr(X1, . . . , Xs, . . . , Xr) = fr(kX1, . . . , k
sXs, . . . , k

rXr).

Taking into account the homotheties in GL(n), we further find

(3)

kf1(X1, . . . , Xr) = f1(kX1, . . . , kXr)
...

kfr(X1, . . . , Xr) = fr(kX1, . . . , kXr).

Applying the homogeneous function theorem to both (2) and (3), we deduce that
fs is linear in Xs and independent of the remaining coordinates, s = 1, . . . , r.
Consider furthemore the equivariance with respect to the subgroup GL(m) ×
GL(n). This yields that fs corresponds to an equivariant map of Rn ⊗ SsRm∗
into itself. By the generalized invariant tensor theorem, it holds fs = csXs with
any cs ∈ R.

For r = 1 we have deduced fpi = c1X
p
i . For r = 2 consider the equivariance

with respect to the kernel of the jet projection G2
m × G2

n → G1
m × G1

n. Taking
into account the coordinate form of the jet composition, we find that the action
of an element ((δij , ã

i
jk), (δpq , b

p
qr)) on (Xp

i , X
p
ij) is X̄p

i = Xp
i and

(4) X̄p
ij = Xp

ij + bpqrX
q
iX

r
j +Xp

k ã
k
ij .

Then the equivariance condition for fpij reads

(5) c2X
p
ij + (c1)2bpqrX

q
iX

r
j + c1X

p
k ã

k
ij = c2(Xp

ij + bpqrX
q
iX

r
j +Xp

k ã
k
ij).
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This implies c1 = c2 = 0 or c1 = c2 = 1. Assume by induction that our assertion
holds in the order r − 1. Consider the equivariance with respect to the kernel
of the jet projection Grm × Grn → Gr−1

m × Gr−1
n . The action of an element

((δij , 0, . . . , 0, ã
i
j1...jr

), (δpq , 0, . . . , 0, b
p
q1...qr )) leaves X1, . . . , Xr−1 unchanged and

it holds

(6) X̄p
i1...ir

= Xp
i1...ir

+ bpq1...qrX
q1
i1
. . . Xqr

ir
+Xp

j ã
j
i1...ir

.

Then the equivariance condition for fpi1...ir requires

(7) crX
p
i1...ir

+ (c1)rbpq1...qrX
q1
i1
. . . Xqr

ir
+ c1X

p
j ã

j
i1...ir

= cr(X
p
i1...ir

+ bpq1...qrX
q1
i1
. . . Xqr

ir
+Xp

j ã
j
i1...ir

).

This implies cr = c1 = 0 or 1.
For r = 1 we have a homothety fn : X 7→ knX, kn ∈ R, on each subcat-

egory Mfm ×Mfn ⊂ Mfm ×Mf . If we take the value of the transforma-
tion (f1, . . . , fn, . . . ) on the product of idRm with the injection ia,b : Ra → R

b,
(x1, . . . , xa) 7→ (x1, . . . , xa, 0, . . . , 0), a < b, and apply it to 1-jet at 0 of the map
x1 = t1, x2 = 0, . . . , xa = 0, (t1, . . . , tm) ∈ Rm, we find ka = kb. For r ≥ 2 we
have on each subcategory either the identity or the contraction. Applying the
latter idea once again, we deduce that the same alternative must take place in
all cases. �

32.2. The construction of the r-th jet prolongation JrY of a fibered manifold
Y → X can be considered as a bundle functor on the category FMm. This
functor is also denoted by Jr. However, in order to distinguish from 32.1, we
shall use Jrfib for Jr in the fibered case here.

Proposition. The only natural transformation Jrfib → Jrfib is the identity.

Proof. The construction of product fibered manifolds defines an injectionMfm
×Mf → FMm and the restriction of Jrfib to Mfm ×Mf is Jr. For r = 1,
proposition 31.1 gives a one-parameter family

(1) (ypi ) 7→ (cypi )

of possible candidates for the natural transformation J1
fib → J1

fib. But the trans-
formation law of ypi with respect to the kernel of the standard homomorphism
G1
m,n → G1

m × G1
n is ȳpi = ypi + api . The equivariance condition for (1) reads

api = capi , which implies c = 1.
For r ≥ 2, proposition 32.1 offers the contraction and the identity. But the

contraction is clearly not natural on the whole category FMm, so that only the
identity remains. �

32.3. Natural transformations J1J1 → J1J1. It is well known that the
canonical involution of the second tangent bundle plays a significant role in ap-
plications. A remarkable feature of the canonical involution on TTM is that it
exchanges both the projections pTM : TTM → TM and TpM : TTM → TM .
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Nowadays, in several problems of the field theory the role of the tangent bun-
dle of a smooth manifold is replaced by the first jet prolongation J1Y of a
fibered manifold p : Y → M . On the second iterated jet prolongation J1J1Y =
J1(J1Y → M) there are two analogous projections to J1Y , namely the target
jet projection β1 : J1J1Y → J1Y and the prolongation J1β : J1J1Y → J1Y of
the target jet projection β : J1Y → Y . Hence one can ask whether there exists
a natural transformation of J1J1Y into itself exchanging the projections β1 and
J1β, provided J1J1 is considered as a functor on FMm,n. But the answer is
negative.

Proposition. The only natural transformation J1J1 → J1J1 is the identity.

This assertion follows directly from proposition 32.6 below, so that we shall
not prove it separately. It is remarkable that we have a different situation on
the subspace J̄2Y = {X ∈ J1J1Y, β1X = J1β(X)}, which is called the second
semiholonomic prolongation of Y . There is a one-parametric family of natural
transformations J̄2 → J̄2, see 32.5.

32.4. An exchange map. However, one can construct a suitable exchange
map eΛ : J1J1Y → J1J1Y by means of a linear connection Λ on the base man-
ifold M as follows. Interpreting Λ as a principal connection on the first order
frame bundle P 1M of M , we first explain how Λ induces a map hΛ : J1J1Y ⊕
QP 1M → T 1

m(T 1
mY ). Every X ∈ J1J1Y is of the form X = j1

xρ(z), where ρ is
a local section of J1Y → M , and for every u ∈ P 1

xM we have Λ(u) = j1
xσ(z),

where σ is a local section of P 1M ⊂ J1
0 (Rm,M). Taking into account the canon-

ical inclusion J1Y ⊂ J1(M,Y ), the jet composition ρ(z) ◦ σ(z) defines a local
map M → J1

0 (Rm, Y ) = T 1
mY , the 1-jet of which j1

x(ρ(z) ◦ σ(z)) ∈ J1
x(M,T 1

mY )
depends on X and Λ(u) only. Since u ∈ J1

0 (Rm,M), we have hΛ(X,u) =(
j1
x(ρ(z)◦σ(z))

)
◦u ∈ T 1

mT
1
mY . Furthermore, there is a canonical exchange map

κ : T 1
mT

1
mY → T 1

mT
1
mY , the definition of which will be presented in the frame-

work of the theory of Weil bundles in 35.18. Using κ and hΛ, we construct a
map eΛ : J1J1Y → J1J1Y .

Lemma. For every X ∈ (J1J1Y )y there exists a unique element eΛ(X) ∈
J1J1Y satisfying

(1) κ(hΛ(X,u)) = hΛ̃(eΛ(X), u)

for any frame u ∈ P 1
xM , x = p(y), provided Λ̃ means the conjugate connection

of Λ.

Proof consists in direct evaluation, for which the reader is referred to [Kolář,
Modugno, 91]. The coordinate form of eΛ is

(2) ypi = Y pi , Y pi = ypi , ypij = ypji + (ypk − Y
p
k )Λkji

where Y pi = ∂yp/∂xi, ypij = ∂ypi /∂x
j are the additional coordinates on J1(J1Y

→M).
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32.5. Remark. The subbundle J̄2Y ⊂ J1J1Y is characterized by ypi = Y pi .
Formula 32.4.(2) shows that the restriction of eΛ to J̄2Y does not depend on Λ,
so that we have a natural map e : J̄2Y → J̄2Y . Since J̄2Y → J1Y is an affine
bundle, e generates a one-parameter family of natural transformations J̄2 → J̄2

X 7→ kX + (1− k)e(X), k ∈ R.

One proves easily that this family represents all natural transformations J̄2 →
J̄2, see [Kolář, Modugno, 91].

32.6. The map eΛ was introduced by M. Modugno by another construction, in
which the naturality ideas were partially used. Hence it is interesting to study
the whole problem purely from the naturality point of view.

Our goal is to find all natural transformations J1J1Y ⊕ QP 1M → J1J1Y .
Since J1Y → Y is an affine bundle with associated vector bundle V Y ⊗ T ∗M ,
we can define a map

(1) δ : J1J1Y → V Y ⊗ T ∗M, A 7→ β1(A)− J1β(A).

On the other hand, proposition 25.2 implies directly that all natural operators
N : QP 1M  TM ⊗ T ∗M ⊗ T ∗M form the 3-parameter family

(2) N : Λ 7→ k1S + k2I ⊗ Ŝ + k3Ŝ ⊗ I

where S is the torsion tensor of Λ, Ŝ is the contracted torsion tensor and I is
the identity of TM . Using the contraction with respect to TM , we construct a
3-parameter family of maps

(3) 〈δ,N(Λ)〉 : J1J1Y → V Y ⊗ T ∗M ⊗ T ∗M.

The well known exact sequence of vector bundles over J1Y

(4) 0→ V Y ⊗ T ∗M → V J1Y
V β−−→ V Y → 0

shows that V Y ⊗T ∗M⊗T ∗M can be considered as a subbundle in V J1Y ⊗T ∗M ,
which is the vector bundle associated with the affine bundle β1 : J1J1Y → J1Y .

Proposition. All natural transformations f : J1J1Y → J1J1Y depending on
a linear connection Λ on the base manifold form the two 3-parameter families

(5) I. f = id + 〈δ,N(Λ)〉, II. f = eΛ + 〈δ,N(Λ)〉.

Proof. The standard fibers V = (ypi , Y
p
i , y

p
ij) and Z = (Λijk) are G2

m,n-spaces
and we have to find all G2

m,n-equivariant maps f : V × Z → V . The action of
G2
m,n on V is

ȳpi = apqy
q
j ã
j
i + apj ã

j
i , Ȳ pi = apqY

q
j ã

j
i + apj ã

j
i

ȳpij = apqy
q
klã

k
i ã
l
j + apqry

q
kY

r
l ã

k
i ã
l
j + apqkY

q
l ã

k
i ã
l
j+(6)

+ apqly
q
kã
k
i ã
l
j + apqy

q
kã
k
ij + apklã

k
i ã
l
j + apkã

k
ij
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while the action of G2
m,n on Z is given by 25.2.(3).

The coordinate form of an arbitrary map f : V × Z → V is

y = F (y, Y, y2,Λ)

Y = G(y, Y, y2,Λ)(7)

y2 = H(y, Y, y2,Λ)

where y = (ypi ), Y = (Y pi ), y2 = (ypij), Λ = (Λijk). Considering equivariance of
(7) with respect to the base homotheties we find

kF (y, Y, y2,Λ) = F (ky, kY, k2y2, kΛ)

kG(y, Y, y2,Λ) = G(ky, kY, k2y2, kΛ)(8)

k2H(y, Y, y2,Λ) = H(ky, kY, k2y2, kΛ).

By the homogeneous function theorem, F and G are linear in y, Y , Λ and
independent of y2, while H is linear in y2 and bilinear in y, Y , Λ. The fiber
homotheties then yield

kF (y, Y,Λ) = F (ky, kY,Λ)

kG(y, Y,Λ) = G(ky, kY,Λ)(9)

kH(y, Y,Λ) = H(ky, kY, ky2,Λ).

Comparing (9) with (8) we find that F and G are independent of Λ and H is
linear in y2 and bilinear in (y,Λ) and in (Y,Λ).

Since f is GL(m)×GL(n)-equivariant, we can apply the generalized invariant
tensor theorem. This yields

(10)

F pi = aypi + bY pi

Gpi = cypi + dY pi

Hp
ij = eypij + fypji+

gypi Λkjk + hypi Λkkj + iypjΛkik + jypjΛkki + kypkΛkij + lypkΛkji+

mY pi Λkjk + nY pi Λkkj + pY pj Λkik + qY pj Λkki + rY pk Λkij + sY pk Λkji.

The last step consists in expressing the equivariance of (10) with respect to the
subgroup of G2

m,n characterized by aij = δij , a
p
q = δpq . This leads to certain simple

algebraic identities, which are equivalent to (5). �

32.7. Remark. The only map in 32.6.(5) independent of Λ is the identity.
This proves proposition 32.3.

If we consider a linear symmetric connection Λ, then the whole family N(Λ)
vanishes identically. This implies

Corollary. The only two natural transformations J1J1Y → J1J1Y depending
on a linear symmetric connection Λ on the base manifold are the identity and
eΛ.
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32.8. Remark. The functors J̄2 and J1J1 restricted to the category Mfm ×
Mf ⊂ FMm define the so called semiholonomic and non-holonomic 2-jets in the
sense of [Ehresmann, 54]. We remark that all natural transformations of each of
those restricted functors into itself are determined in [Kolář, Vosmanská, 87].

Further we remark that [Kurek, to appear b] described all natural transfor-
mations T r∗ → T s∗ between any two one-dimensional covelocities functors from
12.8. He also determined all natural tensors of type

(
1
1

)
on T r∗M , [Kurek, to

appear c].

33. Topics from Riemannian geometry

33.1. Our aim is to outline the application of our general procedures to the
study of geometric operations on Riemannian manifolds. Since the Riemannian
metrics are sections of a natural bundle (a subbundle in S2T ∗), we can always
add the metrics to the arguments of the operation in question instead of spe-
cializing our general approach to categories over manifolds for the category of
Riemannian manifolds and local isometries. In this way, we reduce the problem
to the study of some equivariant maps between the standard fibers, in spite of
the fact that the Riemannian manifolds are not locally homogeneous in the sense
of 18.4. However, at some stage we mostly have to fix the values of the metric
entry by restricting ourselves to the invariance with respect to the isometries and
so we need description of all tensors invariant under the action of the orthogonal
group.

Let us write S2
+T
∗ for the natural bundle of elements of Riemannian metrics.

33.2. O(m)-invariant tensors. An O(m)-invariant tensor is a tensor B ∈
⊗pRm ⊗ ⊗qRm∗ satisfying aB = B for all a ∈ O(m). The canonical scalar
product on Rm defines an O(m)-equivariant isomorphism R

m ∼= R
m∗. This

identifies B with an element from ⊗p+qRm∗, i.e. with an O(m)-invariant linear
map ⊗p+qRm → R. Let us define a linear map ϕσ : ⊗2s

R
m → R, by

ϕσ(v1 ⊗ · · · ⊗ v2s) = (vσ(1), vσ(2)).(vσ(3), vσ(4)) · · · (vσ(2k−1), vσ(2s)),

where ( , ) means the canonical scalar product defined on Rm and σ ∈ Σ2s

is a permutation. The maps ϕσ are called the elementary invariants. The
fundamental result due to [Weyl, 46] is

Theorem. The linear space of all O(m)-invariant linear maps ⊗kRm → R is
spanned by the elementary invariants for k = 2s and is the zero space if k is
odd.

Proof. We present a proof based on the Invariant tensor theorem (see 24.4),
following the lines of [Atiyah, Bott, Patodi, 73]. The idea is to involve explicitly
all metrics gij ∈ S2

+R
m∗ and then to look for GL(m)-invariant maps. So together

with an O(m)-invariant map ϕ : ⊗k Rm → R we consider the map ϕ̄ : S2
+R

m∗ ×
⊗kRm → R, defined by ϕ̄(Im, x) = ϕ(x) and ϕ̄(G, x) = ϕ̄((A−1)TGA−1, Ax)
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for all A ∈ GL(m), G ∈ S2
+R

m∗. By definition, ϕ̄ is GL(m)-invariant. With
the help of the next lemma, we shall be able to extend the map ϕ̄ to the whole
S2
R
m∗ ×⊗kRm.

Let us write V = ⊗kRm. The map ϕ̄ induces a map GL(m) × V → R,
(A, x)→ ϕ̄(ATA, x) = ϕ(Ax) and this map is extended by the same formula to
a polynomial map f : gl(m)× V → R, linear in V . So fx(A) = f(A, x) = ϕ(Ax)
is polynomial and O(m)-invariant for all x ∈ V , and f(A, x) = ϕ̄(ATA, x) if A
invertible.

Lemma. Let h : gl(m) → R be a polynomial map such that h(BA) = h(A)
for all B ∈ O(m). Then there is a polynomial F on the space of all symmetric
matrices such that h(A) = F (ATA).

Proof. In dimension one, we deal with the well known assertion that each even
polynomial, i.e. h(x) = h(−x), is a polynomial in x2. However in higher dimen-
sions, the proof is quite non trivial. We present only the main ideas and refer
the reader to our source, [Atiyah, Bott, Patodi, 73, p. 323], for more details.

First notice that it suffices to prove the lemma for non singular matrices, for
then the assertion follows by continuity. Next, if ATA = P with P non singular
and if there is a symmetric Q, Q2 = P , then A lies in the O(m)-orbit of Q.
Indeed, Q is also non singular and B = AQ−1 satisfies BTB = Q−1ATAQ−1 =
Im. So it suffices to restrict ourselves to symmetric matrices.

Hence we want to find a polynomial map g satisfying h(Q) = g(Q2) for all
symmetric matrices. For every symmetric matrix P , there is the square root√
P = Q if we extend the field of scalars to its algebraic closure. This can be

computed easily if we express P = BTDB with an orthogonal matrix B and
diagonal matrix D, since then

√
P = BT

√
DB and

√
D is the diagonal matrix

with the square roots of the eigen values of P on its diagonal. But we should
express Q as a universal polynomial in the elements pij of the matrix P . Let us
assume that all eigenvalues λi of P are different. Then we can write

Q =
m∑
i=1

√
λi
∏
j 6=i

P − λj
λi − λj

.

Notice that the eigen values λi are given by rational functions of the elements
pij of P . Thus, in order to make this to a polynomial expression, we have first to
extend the field of complex numbers to the field K of rational functions (i.e. the
elements are ratios of polynomials in pij ’s). So for matrices with entries from K,
all eigen values depend polynomially on pij ’s. We also need their square roots
to express Q, but next we shall prove that after inserting Q =

√
P into h(Q) all

square roots will factor out. For any fixed P , let us consider the splitting field
L over K with respect to the roots of the equation det(P − λ2) = 0. So

√
P is

polynomial over L. As a polynomial map, h extends to gl(m,L) and the next
sublemma shows that it is in fact O(m,L)-invariant.

Sublemma. Let L be any algebraic extension of R and let f : O(m,L)→ L be
a rational function. If f vanishes on O(m,R) then f is zero.
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Proof. The Cayley map C : o(m,R) → O(m,R) is a birational isomorphism of
the orthogonal group with an affine space. Hence there are ‘enough real points’
to make zero all coefficients of the rational map. For more details see [Atiyah,
Bott, Patodi, 73] �

Now the basic fact is, that for any automorphism σ : L → L of the Galois
group of L over K we have (σQ)2 = σP = P and since both Q and σQ are sym-
metric, B = σQQ−1 is orthogonal. Hence we get σh(Q) = h(σQ) = h(BQ) =
h(Q). Since this holds for all σ, h(Q) lies in K and so h(Q) = g(Q2) for a
rational function g.

The latter equality remains true if P is a real symmetric matrix such that all
its eigen values are distinct and the denominator of g(P ) is non zero. If g = F/G
for two polynomials F and G, we get F (ATA) = h(A)G(ATA). If we choose A
so that G(ATA) = 0, we get F (ATA) = 0. Hence g is a globally defined rational
function without poles and so a polynomial.

Thus, we have found a polynomial F on the space of symmetric matrices
such that h(A) = F (ATA) holds for a Zariski open set in gl(m). This proves
our lemma. �

Let us continue in the proof of the Weyl’s theorem. By the lemma, every
fx satisfies fx(A) = gx(ATA) for certain polynomial gx and so we get a poly-
nomial mapping g : S2

R
m∗ × V → R linear in V . For all B,A ∈ GL(m,C) we

have g((B−1)TATAB−1, Bx) = f(AB−1, Bx) = f(A, x) = g(ATA, x) and so
g : S2

R
m∗ × V → R is GL(m)-invariant. Then the composition of g with the

symmetrization yields a polynomial GL(m)-invariant map ⊗2
R
m∗×⊗kRm → R,

linear in the second entry. Each multi homogeneous component of degree s+1 in
the sense of 24.11 is also GL(m)-invariant and so its total polarization is a linear
GL(m)-invariant map H : ⊗2s

R
m∗⊗⊗kRm → R. Hence, by the Invariant tensor

theorem, k = 2s and H is a sum of complete contractions over possible permu-
tations of indices. Since the original mapping ϕ is given by ϕ(x) = g(Im, x),
Weyl’s theorem follows. �

33.3. To explain the coordinate form of 33.2, it is useful to consider an ar-
bitrary metric G = (gij) ∈ S2

+R
m∗. Let O(G) ⊂ GL(m) be the subgroup

of all linear isomorphisms preserving G, so that O(m) = O(Im). Clearly,
theorem 33.2 holds for O(G)-invariant tensors as well. Every O(G)-invariant
tensor B = (Bi1...ipj1...jp

) ∈ ⊗pRm ⊗ ⊗qRm∗ induces an O(G)-invariant tensor

gi1k1 . . . gipkpB
k1...kp
j1...jq

∈ ⊗p+qRm∗. Hence theorem 33.2 implies that all O(G)-
invariant tensors in ⊗pRm ⊗⊗qRm∗ with p+ q even are linearly generated by

gi1k1 . . . gipkpgσ(k1)σ(k2) . . . gσ(jq−1)σ(jq)

where gikgjk = δij , g
ij = gji, for all permutations σ of p+ q letters.

Consequently, all O(G)-equivariant tensor operations are generated by: ten-
sorizing by the metric tensor G : Rm → R

m∗ or by its inverse G̃ : Rm∗ → R
m,

applying contractions and permutations of indices, and taking linear combina-
tions.
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33.4. Our next main goal is to prove the famous Gilkey theorem on natural
exterior forms on Riemannian metrics, i.e. to determine all natural operators
S2

+T
∗  ΛpT ∗. This will be based on 33.2 and on the reduction theorems from

section 28. But since the resulting forms come from the Levi-Cività connection
via the Chern-Weil construction, we first determine all natural operators trans-
forming linear symmetric connections into exterior forms. This will help us to
describe easily the metric operators later on.

Let us start with a description of natural tensors depending on symmetric
linear connections, i.e. natural operators QτP 1  T (p,q), where T (p,q)

R
m =

R
m × ⊗pRm ⊗ ⊗qRm∗. Each covariant derivative of the curvature R(Γ) ∈

C∞(TM ⊗ T ∗M ⊗Λ2T ∗M) of the connection Γ on M is natural. Further every
tensor multiplication of two natural tensors and every contraction on one covari-
ant and one contravariant entry of a natural tensor give new natural tensors.
Finally we can tensorize any natural tensor with a GL(m)-invariant tensor, we
can permute any number of entries in the tensor products and we can repeat
each of these steps and take linear combinations.

Lemma. All natural operators QτP
1  T (p,q) are obtained by this procedure.

In particular, there are no non zero operators if q − p = 1 or q − p < 0.

Proof. By 23.5, every such operator has some finite order r and so it is deter-
mined by a smooth Gr+2

m -equivariant map f : T rmQ→ V , where Q is the standard
fiber of the connection bundle and V = ⊗pRm⊗⊗qRm∗. By the proof of the the-
orem 28.6, there is a G1

m-equivariant map g : W r−1 → V such that f = g ◦Cr−1.
Here W r−1 = W × . . . ×Wr−1, W = R

m ⊗ Rm∗ ⊗ Λ2
R
m∗, Wi = W ⊗ ⊗iRm∗,

i = 1, . . . , r− 1. Therefore the coordinate expression of a natural tensor is given
by smooth maps

ω
i1...ip
j1...jq

(W i
jkl, . . . ,W

i
jklm1...mr−1

).

Hence we can apply the Homogeneous function theorem (see 24.1). The action
of the homotheties c−1δij ∈ G1

m gives

cq−pω
i1...ip
j1...jq

(W i
jkl, . . . ,W

i
jklm1...mr−1

) = ω
i1...ip
j1...jq

(c2W i
jkl, . . . , c

r+1W i
jklm1...mr−1

).

Hence the ω’s must be sums of homogeneous polynomials of degrees ds in the
variables W i

jklm1...ms
satisfying

(1) 2d0 + · · ·+ (r + 1)dr−1 = q − p.

Now we can consider the total polarization of each multi homogeneous compo-
nent and we obtain linear mappings

Sd0W ⊗ · · · ⊗ Sdr−1Wr−1 → V.

According to the Invariant tensor theorem, all the polynomials in question are
linearly generated by monomials obtained by multiplying an appropriate number
of variables W i

jklα and applying some of the GL(m)-equivariant operations.
If q = p, then the polynomials would be of degree zero, and so only the

GL(m)-invariant tensors can appear. If q− p = 1 or q− p < 0, there are no non
negative integers solving (1). �
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33.5. Natural forms depending on linear connections. To determine
the natural operators QτP 1  ΛqT ∗, we have to consider the case p = 0 and
apply the alternation to the subscripts. It is well known that the Chern-Weil
construction associates a natural form to every polynomial P which is defined
on Rm ⊗ Rm∗ and invariant under the action of GL(m). This natural form is
obtained by substitution of the entries of the matrix valued curvature 2-form
R for the variables and taking the wedge product for multiplication. So if P
is homogeneous of degree j, then P (R) is a natural 2j-form. Let us denote by
ωq the form obtained from the tensor product of q copies of the curvature R
by taking its trace and alternating over the remaining entries. In coordinates,
ωq = (Rkqk1ab

Rk1
k2cd

. . . R
kq−1
kqef

), where we alternate over all indices a, . . . , f . One
finds easily that the polynomials Pq depending on the entries of the matrix 2-
form R correspond to the homogeneous components of degree q in det(Im +R)
and so the forms ωq equal the Chern forms cq up to the constant factor (i/(2π))q.

The wedge product on the linear space of all natural forms depending on
connections defines the structure of a graded algebra.

Theorem. The algebra of all natural operators QτP
1  ⊕mp=0ΛpT ∗ is gener-

ated by the Chern forms cq.

In particular, there are no natural forms with odd degrees and consequently
all natural forms are closed.

Proof. We have to continue our discussion from the proof of the lemma 33.4.
However, we need some relations on the absolute derivatives Rijklm1...ms

of the
curvature tensor. First recall the antisymmetry, the first and the second Bianchi
identity, cf. 28.5

Rijkl = −Rijlk(1)

Rijkl +Riklj +Riljk = 0(2)

Rijklm +Rijlmk +Rijmkl = 0(3)

Lemma. The alternation of Rijklm1...ms
over any 3 indices among the first four

subscripts is zero.

Proof. Since the covariant derivative commutes with the tensor operations like
the permutation of indices, it suffices to discuss the variables Rijkl and Rijklm.
By (2), the alternation over the subscripts in Rijkl is zero and (3) yields the same
for the alternation over k, l, m in Rijklm. In view of (1), it remains to discuss
the alternation of Rijklm over j, l, m. (1) implies Rijkml = −Rijmkl and so we
can rewrite this alternation as follows

Rijklm +Rijmkl +Rijlmk −Rijlmk
+Rimkjl +Rimlkj +Rimjlk −Rimjlk
+Rilkmj +Riljkm +Rilmjk −Rilmjk.
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The first three entries on each row form a cyclic permutation and hence give
zero. The same applies to the last column. �

Now it is easy to complete the proof of the theorem. Consider first a monomial
containing at least one quantity Rijklm1...ms

with s > 0. Then there exists
one term of the product with three free subscripts among the first four ones
or one term Rijkl with all free subscripts, so that the monomial vanishes after
alternation. Further, (1) and (2) imply Rijkl − Rilkj = −Riklj . Hence we can
restrict ourselves to contractions with the first subscripts and so all the possible
natural forms are generated by the expressions Rkqk1ab

Rk1
k2cd

. . . R
kq−1
kqef

where the
indices a, . . . , f remain free for alternation. But these are coordinate expressions
of the forms ωq. �

33.6. Characteristic classes. The dimension of the homogeneous component
of the algebra of natural forms of degree 2s equals the number π(s) of the parti-
tions of s into sums of positive integers. Since all natural forms are closed, they
determine cohomology classes in the De Rham cohomologies of the underlying
manifolds. It is well known from the Chern-Weil theory that these classes do
not depend on the connection. This can be deduced as follows.

Consider two linear connections Γ, Γ̄ expressed locally by Γij , Γ̄ij ∈ (T ∗M ⊗
TM)⊗T ∗M , and their curvatures Rij , R̄

i
j ∈ (T ∗M⊗TM)⊗Λ2T ∗M . Write Γt =

tΓ̄ + (1− t)Γ and analogously Rt for the curvatures. Let Pq be the polynomial
defining the form ωq and Q be its total polarization. We define τq(Γ, Γ̄) =
q
∫ 1

0
Q(Γ̄ − Γ, Rt, . . . , Rt)dt. The structure equation yields d

dtRt = d
dt (dΓt) −

d
dtΓt ∧ Γt − Γt ∧ d

dtΓt = d(Γ̄− Γ) and we calculate easily in normal coordinates

ωq(Γ̄)− ωq(Γ) =
∫ 1

0

d

dt
Q(Rt, . . . , Rt)dt = q

∫ 1

0

Q(
d

dt
Rt, Rt, . . . , Rt)dt

= q

∫ 1

0

dQ(Γ̄− Γ, Rt, . . . , Rt)dt = dτq(Γ, Γ̄).

In fact, τq is one of many natural operators QτP 1 ×QτP 1  Λ2q−1T ∗ and the
integration helps us to find the proper linear combination of more elementary
operators which are obtained by a procedure similar to that from 33.4–33.5. The
form τq(Γ, Γ̄) is called the transgression.

33.7. Natural forms on Riemannian manifolds. Since there is the natural
Levi-Cività connection, we can evaluate the natural forms from 33.5 using the
curvature of this connection. In this case 28.14.(3) holds, i.e.

(1) ginW
n
jklm1...mr = −gjnWn

iklm1...mr .

For gij = δij , r = 0, this implies

(2) Rijkl = −Rjikl

and so the contractions in a monomial Rkqk1ab
Rk1
k2cd

. . . R
kq−1
kqef

yield zero if q is
odd. The natural forms pj = (2π)−2jω2j are called the Pontryagin forms. The

Electronic edition of: Natural Operations in Differential Geometry, Springer-Verlag, 1993



33. Topics from Riemannian geometry 271

dimension of the homogeneous component of degree 4s of the algebra of forms
generated by the Pontryagin forms is π(s), cf. 33.6.

If we assume the dependence of the natural operators on the metric, then
every two indices of any tensor can be contracted. In particular, the complete
contractions of covariant derivatives of the curvature of the Levi-Cività connec-
tion give rise to natural functions of all even orders grater then one. Composing
k natural functions with any fixed smooth function Rk → R, we get a new natu-
ral function. Since every natural form can be multiplied by any natural function
without loosing naturality, we see that there is no hope to describe all natural
forms in a way similar to 33.5. However, in Riemannian geometry we often meet
operations with a sort of homogeneity with respect to the change of the scale of
the metric and these can be described in more details.

Our operators will have several arguments as a rule and we shall use the
following brief notation in this section: Given several natural bundles Fa, . . . , Fb,
we write Fa× . . .×Fb for the natural bundle associating to each m-manifold M
the fibered product FaM×M . . .×MFbM and similarly on morphisms. (Actually,
this is the product in the category of functors, cf. 14.11.) Hence D : F1×F2  G
means a natural operator transforming couples of sections from C∞(F1M) and
C∞(F2M) to sections from C∞(GM) (which is also denoted by D : F1⊕F2  G
in this book). Analogously, given natural operators D1 : F1  G1 and D2 : F2  
G2, we use the symbol D1 ×D2 : F1 × F2  G1 ×G2.

Definition. Let E and F be natural bundles over m-manifolds. We say that a
natural operator D : S2

+T
∗ × E  F is conformal, if D(c2g, s) = D(g, s) for all

metrics g, sections s, and all positive c ∈ R. If F is a natural vector bundle and
D satisfies D(c2g) = cλD(g), then λ is called the weight of D.

Let us notice that the weight of the metric gij is 2 (we consider the inclusion
g : S2

+T
∗  S2T ∗), that of its inverse gij is −2, while the curvature and all its

covariant derivatives are conformal.

33.8. Gilkey theorem. There are no non zero natural forms on Riemannian
manifolds with a positive weight. The algebra of all conformal natural forms on
Riemannian manifolds is generated by the Pontryagin forms.

33.9. Let us start the proof with a discussion on the reduction procedure de-
veloped in section 28. Even if we have no estimate on the order, we can get
an analogous result. Consider an arbitrary natural operator QτP 1 × E  F .
By the non-linear Peetre theorem, D is of order infinity and so it is determined
by the restriction D of its associated mapping J∞((QτP 1 × E)Rm) → FRm

to the fiber over the origin. Moreover, we obtain an open filtration of the
whole fiber J∞0 ((QτP 1 ×E)Rm) consisting of maximal G∞m -invariant open sub-
sets Uk where the associated mapping D factorizes through Dk : π∞k (Uk) ⊂
Jk0 ((QτP 1 × E)Rm) → F0R

m. Now, we can apply the same procedure as in
the section 28 to this invariant open submanifolds π∞k (Uk).

Let F be a first order bundle functor on Mfm, E be an open natural sub
bundle of a vector bundle functor Ē on Mfm. The curvature and its covariant
derivatives are natural operators ρk : QτP 1  Rk, with values in tensor bundles
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Rk, RkRm = R
m×Wk, W0 = R

m⊗Rm∗⊗Λ2
R
m∗, Wk+1 = Wk⊗Rm∗. Similarly,

the covariant differentiation of sections of E forms natural operators dk : QτP 1×
E  Ek, where E0 = Ē, E0R

m =: Rm×V0, d0 is the inclusion, EkRm = R
m×Vk,

Vk+1 = Vk ⊗ Rm∗. Let us write Dk = (ρ0, . . . , ρk−2, d0, . . . , dk) : QτP 1 × E  
Rk−2 × Ek, where Rl = R0 × . . .× Rl, El = E0 × . . .× El. All Dk are natural
operators. In 28.8 we defined the Ricci sub bundles Zk ⊂ Rk−2 × Ek and we
know Dk : QτP 1 × E  Zk.

Let us further define the functor Z∞ as the inverse limit of Zk, k ∈ N, with
respect to the obvious natural transformations (projections) pk` : Zk → Z`, k > `,
and similarly D∞ : QτP 1×E  Z∞. As a corollary of 28.11 and the non linear
Peetre theorem we get

Proposition. For every natural operator D : QτP 1 ×E  F there is a unique
natural transformation D̃ : Z∞ → F such thatD = D̃◦D∞. Furthermore, for ev-
ery m-dimensional compact manifold M and every section s ∈ C∞(QτP 1M ×M
EM), there is a finite order k and a neighborhood V of s in the Ck-topology

such that D̃M |(D∞)M (V ) = (π∞k )∗(D̃k)M , for some (D̃k)M : (Dk)M (V ) →
C∞(ZkM), and DM |V = (D̃k)M ◦ (Dk)M |V .

In words, a natural operator D : Qτ ×E  F is determined in all coordinate
charts of an arbitrarym-dimensional manifold M by a universal smooth mapping
defined on the curvatures and all their covariant derivatives and on the sections
of EM and all their covariant derivatives, which depends ‘locally’ only on finite
number of these arguments.

33.10. The Riemannian case. In section 28, we also applied the reduction
procedure to operators depending on Riemannian metrics and general vector
fields. In fact we have viewed the operators D : S2

+T
∗ × E  F as operators

D̄ : QτP 1 × (S2
+T
∗ × E)  F independent of the first argument and we have

used the Levi-Cività connection Γ: S2
+T
∗  QτP

1 to write D as a composition
D = D̄ ◦ (Γ, id). Since the covariant derivatives of the metric with respect to
the metric connection are zero, we can restrict ourselves to sub bundles in the
Ricci subspaces corresponding to the bundle S2

+T
∗ × E, which are of the form

S2
+T
∗ × Zk with Zk ⊂ Rk−2 × Ek, cf. 28.14. Let us notice that the bundles

ZkM involve the curvature of the Riemannian connection on M , its covariant
derivatives, and the covariant derivatives of the sections of EM . Similarly as
above, we define the inverse limits Z∞ and D∞ and as a corollary of the non
linear Peetre theorem and 28.15 we get

Corollary. For every natural operator D : S2
+T
∗ × E  F there is a nat-

ural transformation D̃ : S2
+T
∗ × Z∞ → F such that D = D̃ ◦ D∞ ◦ (Γ, id).

Furthermore, for every m-dimensional compact manifold M and every section
s ∈ C∞(S2

+T
∗M ×M EM), there is a finite order k and a neighborhood V of s

in the Ck-topology such that D̃M |(D∞ ◦ (Γ, id))M (V ) = (π∞k )∗(D̃k)M , where

(D̃k)M : (Dk ◦ (Γ, id))M (V ) → C∞(ZkM), and DM |V = (D̃k)M ◦ (Dk)M ◦
(Γ, id)M |V .
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33.11. Polynomiality. Since the standard fiber V0 of E0 is embedded identi-
cally into Zk0R

m by the associated map to the operator Dk, we can use 28.16 and
add the following proposition to the statements of 33.9, or 33.10, respectively.

Corollary. The operator D is polynomial if and only if the operators D̃k are
polynomial. Further D is polynomial with smooth real functions on the values of
E0, or S2

+T
∗, as coefficients if and only if the operators D̃k are polynomial with

smooth real functions on the values of E0, or S2
+T
∗, as coefficients, respectively.

33.12. Natural operators D : S2
+T
∗  T (p,q). According to 33.9 we find G∞m -

invariant open subsets Uk in J∞0 (S2
+T
∗
R
m) forming a filtration of the whole jet

space, such that on these subsets D factorizes through smooth Gk+1
m -equivariant

mappings
f
i1...ip
j1...jq

= f
i1...ip
j1...jq

(gij , . . . , gij`1...`k)

defined on π∞k Uk. For large k’s, the action of the homotheties c−1δij on g’s is
well defined and we get

(1) cq−pf
i1...ip
j1...jq

(gij , . . . , gij`1...`k) = f
i1...ip
j1...jq

(c2gij , . . . , c2+kgij`1...`k).

Now, let us add the assumption that D is homogeneous with weight λ, choose
the change g 7→ c−2g of the scale of the metric and insert this new metric into
(1). We get

cq−p−λf
i1...ip
j1...jq

(gij , . . . , gij`1...`k) = f
i1...ip
j1...jq

(gij , c1gij,`1 , . . . , c
kgij`1...`k).

This formula shows that the mappings f i1...ipj1...jq
are polynomials in all variables

except gij with functions in gij as coefficients.
According to 33.11 and 28.16, the map D is on Uk determined by a polynomial

mapping
ω = (ωi1...ipj1...jq

(gij ,W i
jkl, . . . ,W

i
jklm1...mk−2

))

which is G1
m-equivariant on the values of the covariant derivatives of the curva-

tures and the sections. If we apply once more the equivariance with respect to
the homothety x 7→ c−1x and at the same time the change of the scale of the
metric g 7→ c−2g, we get

cq−p−λω
i1...ip
j1...jq

(gij , Rijkl, . . . , R
i
jklm1...mk−2

) =

= ω
i1...ip
j1...jq

(gij , c2Rijkl, . . . , c
kRijklm1...mk−2

).

This homogeneity shows that the polynomial functions ωi1...ipj1...jq
must be sums of

homogeneous polynomials with degrees a` in the variables Rijklm1...m`
satisfying

(2) 2a0 + · · ·+ kak−2 = q − p− λ

and their coefficients are functions depending on gij ’s.
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Now, we shall fix gij = δij and use the O(m)-equivariance of the homogeneous
components of the polynomial mapping ω. For this reason, we shall switch to
the variablesRijklm1...ms = giaR

a
jklm1...ms

. Using the standard polarization tech-
nique and H. Weyl’s theorem, we get that each multi homogeneous component
in question results from multiplication of variables Rijklm1,... ,ms , s = 0, 1, . . . , r,
and application of some O(m)-equivariant tensor operations on the target space.
Hence our operators result from a finite number of the following steps.

(a) take tensor product of arbitrary covariant derivatives of the curvature
tensor

(b) tensorize by the metric or by its inverse
(c) apply arbitrary GL(m)-equivariant operation
(d) take linear combinations.

33.13. Remark. If q−p = λ+1, then there is no non negative integer solution
of 33.12.(2) and so all natural tensors in question are zero. The case q = 2,
p = 1, λ = 0 implies that the Levi-Cività connection is the only conformal
natural connection on Riemannian manifolds.

Indeed, the difference of two such connections is a natural tensor twice co-
variant and once contravariant, and so zero.

33.14. Consider now ΛpRm∗ as the target tensor space. So in the above proce-
dure, all indices which were not contracted must be alternated at the end. Since
the metric is a symmetric tensor, we get zero whenever using the above step
(b) and alternating over both indices. But contracting over any of them has no
proper effect, for δijRjklnm1,... ,ms = Riklnm1,... ,ms . So we can omit the step (b)
at all.

The first Bianchi identity and 33.7.(1) imply Rijkl = Rklij . Then the lemma
in 33.5 and 33.7.(1) yield

Lemma. The alternation of Rijklm1...ms , 0 ≤ s, over arbitrary 3 indices among
the first four or five ones is zero.

Consider a monomial P in the variables Rijklα with degrees as in Rijklm1...ms .
In view of the above lemma, if P remains non zero after all alternations, then we
must contract over at least two indices in each Rijklα and so we can alternate
over at most 2a0 + · · ·+kak−2 indices. This means p ≤ 2a0 + · · ·+kak−2 = p−λ.
Consequently λ ≤ 0 if there is a non zero natural form with weight λ. This proves
the first assertion of theorem 33.8.

Let λ = 0. Since the weight of gij is −2, any contraction on two indices
in the monomial decreases the weight of the operator by 2. Every covariant
derivative Rijklm1...ms of the curvature has weight 2. So we must contract on
exactly two indices in each Rijklm1...ms which implies there are s + 2 of them
under alternation. But then there must appear three alternated indices among
the first five if s 6= 0. This proves a1 = · · · = ak−2 = 0, so that p = 2a0. Hence
all the natural forms have even degrees and they are generated by the forms
ωq, cf. 33.5. As we deduced in 33.7, these forms are zero if their degree is not
divisible by four.

This completes the proof of the theorem 33.8. �
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33.15. Remark. The original proof of the Gilkey theorem assumes a poly-
nomial dependence of the natural forms on a finite number of the derivatives
gij,α of the metric and on the entries of the inverse matrix gij , but also the
homogeneity in the weight, [Gilkey, 73]. Under such polynomiality assumption,
our methods apply to all natural tensors. In particular, it follows easily that
the Levi-Cività connection is the only second order polynomial connection on
Riemannian manifolds. Of course, the latter is not true in higher orders, for we
can contract appropriate covariant derivatives of the curvature and so we get
natural tensors in T ⊗ T ∗ ⊗ T ∗ of orders higher than two.

33.16. Operations on exterior forms. The approach from 33.4–33.5 can be
easily extended to the study of all natural operators D : QτP 1 × T (s,r)  T (q,p)

with s < r or s = r = 0. This was done in [Slovák, 92a], we shall present only
the final results. If we omit the assumption on s and r, we have to assume the
polynomiality.

Theorem. All natural operators D : QτP 1×T (s,r)  T (q,p), s < r, are obtained
by a finite iteration of the following steps: take tensor product of arbitrary
covariant derivatives of the curvature tensor or the covariant derivatives of the
tensor fields from the domain, apply arbitrary GL(m)-equivariant operation,
take linear combinations. In the case s = r = 0 we have to add one more
step, the compositions of the functions from the domain with arbitrary smooth
functions of one real variable.

The algebra of all natural operators D : QτP 1 × T (0,r)  ΛT ∗, r > 0, is
generated by the alternation, the exterior derivative d and the Chern forms cq.

The algebra of all natural operators D : QτP 1 × T (0,0)  ΛT ∗ is generated
by the compositions with arbitrary smooth functions of one real variable, the
exterior derivative d and the Chern forms cq.

The proof of these results follows the lines of 33.4–33.5 using two more lemmas:
First, the alternation on all indices of the second covariant derivative ∇2t of an
arbitrary tensor t ∈ C∞(⊗sRm∗) is zero (which is proved easily using the Bianchi
and Ricci identities) and , second, the alternation of the first covariant derivative
of an arbitrary tensor t ∈ C∞(⊗sRm∗) coincides with the exterior differential of
the alternation of t (this well known fact is proved easily in normal coordinates).

33.17. Operations on exterior forms on Riemannian manifolds. A mod-
ification of our proof of the Gilkey theorem for operations on exterior forms on
Riemannian manifolds, which is also based on the two lemmas mentioned above,
appeared in [Slovák, 92a]. The equality 33.7.(2) on the Riemannian curvatures
can be expressed as Rijkl = Rjikl, and this holds for curvatures of metrics
with arbitrary signatures. This observation extends our considerations to pseu-
doriemannian manifolds, see [Slovák, 92b]. In particular, our proof of the Gilkey
theorem extends to the classification of natural forms on pseudoriemannian man-
ifolds. Let us write S2

regT
∗ for the bundle functor of all non degenerate symmetric

two-forms. The definition of the weight of the operators depending on metrics
and the definition of the Pontryagin forms extend obviously to the pseudorie-
mannian case. All the considerations go also through for metrics with any fixed
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signature.

Theorem. All natural operators D : S2
regT

∗ × T (s,r)  T (q,p), s < r, homoge-
neous in weight are obtained by a finite iteration of the following steps: take
tensor product of arbitrary covariant derivatives of the curvature tensor or the
covariant derivatives of the tensor fields from the domain, tensorize by the metric
or its inverse, apply arbitrary GL(m)-equivariant operation, take linear combi-
nations. In the case s = r = 0 we have to add one more step, the compositions
of the functions from the domain with arbitrary smooth functions of one real
variable.

There are no non zero operators D : S2
regT

∗ × T (0,r)  ΛT ∗, r ≥ 0, with a

positive weight. The algebra of all conformal natural operators S2
regT

∗×T (0,r)  
ΛT ∗, r > 0, is generated by the alternation, the exterior derivative d and the
Pontryagin forms pq.

The algebra of all conformal natural operators D : S2
regT

∗ × T (0,0)  ΛT ∗

is generated by the compositions with arbitrary smooth functions of one real
variable, the exterior derivative d and the Pontryagin forms pq.

The discussion from the proof of these results can be continued for every fixed
negative weight. In particular, the situation is interesting for λ = −2 and linear
operators D : ΛpT ∗  ΛpT ∗ depending on the metric. Beside the compositions
d ◦ δ and δ ◦ d of the exterior differential d and the well known codifferential
δ : Λp  Λp−1 (the Laplace-Beltrami operator is ∆ = δ ◦ d + d ◦ δ), there are
only three other generators: the multiplication by the scalar curvature, the con-
traction with the Ricci curvature and the contraction with the full Riemmanian
curvature. This classification was derived under some additional assumptions in
[Stredder, 75], see also [Slovák, 92b].

33.18. Oriented pseudoriemannian manifolds. It is also quite important
in Riemannian geometry to know what are the operators natural with respect to
the orientation preserving local isometries. We shall not go into details here since
this would require to extend the description from 33.2 to all SO(m)-invariant
linear maps and then to repeat some steps of the proof of the Gilkey theo-
rem. This was done in [Stredder, 75] (for the polynomial forms and Riemannian
manifolds), and in [Slovák, 92b]. Let us only remark that on oriented pseu-
doriemannian manifolds we have a natural volume form ω : S2

regT
∗  ΛmT ∗ and

natural transformations ∗ : ΛpT ∗ → Λm−pT ∗. All natural operators on oriented
pseudoriemannian manifolds homogeneous in the weight are generated by those
described above, the volume form ω, and the natural transformations ∗.

As an example, let us draw a diagram which involves all linear natural con-
formal operators on exterior forms on oriented pseudoriemannian manifolds of
even dimensions which do not vanish on flat pseudoriemannian manifolds, up to
the possible omitting of the d’s on the sides in the operators indicated by the
long arrows. (More explicitely, we do not consider any contribution from the
curvatures.) The symbols Ωp refer, as usual, to the p-forms, the plus and minus
subscripts indicate the splitting into the selfdual and anti-selfdual forms in the
degree 1

2m.
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In the even dimensional case, there are no natural conformal operators be-
tween exterior forms beside the exterior derivatives. For the proofs see [Slovák,
92b].

We should also remark that the name ‘conformal’ is rather misleading in the
context of the natural operators on conformal (pseudo-) Riemannian manifolds
since we require the invariance only with respect to constant rescaling of the
metric (cf. the end of the next section). On the other hand, each natural operator
on the conformal manifolds must be conformal in our sense.

Ωp+hhhjd)'''
d+

Ω0 wd Ω1 wd · · · wd Ωp−1 Ωp+1 wd · · · wd Ωm−1 wd Ωm

Ωp−
CAAA

d−
����

d

Dp−1=d∗d=d◦d+−d◦d−

u

D1=d◦(∗d)m−3

u

D0=d◦(∗d)m−1

u

33.19. First order operators. The whole situation becomes much easier if
we look for first order natural operators D : S2

+T
∗  (F,G), where F and G are

arbitrary natural bundles, say of order r. Namely, every metric g on a manifold
M satisfies gij = δij and ∂gij

∂xk
= 0 at the center of any normal coordinate chart.

Therefore, if D, D̄ are two such operators and if their values DRm(g), D̄Rm(g)
on the canonical Euclidean metric g on Rm coincide on the fiber over the origin,
then D = D̄. Hence the whole classification problem reduces to finding maps
between the standard fibers which are equivariant with respect to the action of
the subgroup O(m) o Br1 ⊂ G1

m o Br1 = Grm. In fact we used this procedure in
section 29.

Let us notice that the natural operators on oriented Riemannian manifolds
are classified on replacing O(m)oBr1 by SO(m)oBr1 . If we modify 29.7 in such
a way, we obtain (cf. [Slovák, 89])

Proposition. All first order natural connections on oriented Riemannian man-
ifolds are

(1) The Levi-Cività connection Γ, if m > 3 or m = 2
(2) The one parametric family Γ + kD1 where D1 means the scalar product

and k ∈ R, if m = 1
(3) The one parametric family Γ + kD3 where D3 means the vector product

and k ∈ R, if m = 3.

33.20. Natural metrics on the tangent spaces of Riemannian mani-
folds. At the end of this section, we shall describe all first order natural opera-
tors transforming metrics into metrics on the tangent bundles. The results were
proved in [Kowalski, Sekizava, 88] by the method of differential equations. Let
us start with some notation.
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We write πM : TM → M for the natural projection and F for the natural
bundle with FM = π∗M (T ∗⊗T ∗)M →M , Ff(Xx, gx) = (Tf.Xx, (T ∗⊗T ∗)f.gx)
for all manifolds M , local diffeomorphisms f , Xx ∈ TxM , gx ∈ (T ∗ ⊗ T ∗)xM .
The sections of the canonical projection FM → TM are called the F-metrics
in literature. So the F-metrics are mappings TM ⊕ TM ⊕ TM → R which are
linear in the second and the third summand. We first show that it suffices to
describe all natural F-metrics, i.e. natural operators S2

+T
∗  (T, F ).

There is the natural Levi-Cività connection Γ: TM ⊕ TM → TTM and the
natural equivalence ν : TM⊕TM → V TM . There are three F-metrics, naturally
derived from sections G : TM → (S2T ∗)TM . Given such G on TM , we define

(1)

γ1(G)(u,X, Y ) = G(Γ(u,X),Γ(u, Y ))

γ2(G)(u,X, Y ) = G(Γ(u,X), ν(u, Y ))

γ3(G)(u,X, Y ) = G(ν(u,X), ν(u, Y )).

Since G is symmetric, we know also G(ν(u,X),Γ(u, Y )) = γ2(G)(u, Y,X). No-
tice also that γ1 and γ3 are symmetric.

The connection Γ defines the splitting of the second tangent space into the
vertical and horizontal subspaces. We shall write Xx,u = Xh

u + Xv
u for each

Xx,u ∈ TuTM , π(u) = x. Since for every Xx,u there are unique vectors Xh ∈
TxM , Xv ∈ TxM such that Γ(u,Xh) = Xh

u and ν(u,Xv) = Xv
u, we can recover

the values of G from the three F-metrics γi,

G(Xx,u, Yx,u) = γ1(G)(u,Xh, Y h) + γ2(G)(u,Xh, Y v)(2)

+ γ2(G)(u, Y h, Xv) + γ3(G)(u,Xv, Y v).

Lemma. The formulas (1) and (2) define a bijection between triples of natural
F-metrics where the first and the third ones are symmetric, and the natural
operators S2

+T
∗  (S2T ∗)T . �

33.21. Let us call every section G : TM → (S2T ∗)TM a (possibly degenerated)
metric. If we fix an F-metric δ, then there are three distinguished constructions
of a metric G.

(1) If δ symmetric, we choose γ1 = γ3 = δ, γ2 = 0. So we require that G
coincides with δ on both vertical and horizontal vectors. This is called
the Sasaki lift and we write G = δs. If δ is non degenerate and positive
definite, the same holds for δs.

(2) We require that G coincides with δ on the horizontal vectors, i.e. we put
γ1 = δ, γ2 = γ3 = 0. This is called the vertical lift and G is a degenerate
metric which does not depend on the underlying Riemannian metric. We
write G = δv.

(3) The horizontal lift is defined by γ2 = δ, γ1 = γ3 = 0 and is denoted by
G = δh. If δ positive definite, then the signature of G is (m,m).

We can reformulate the lemma 33.20 as
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Proposition. There is a bijective correspondence between the triples of nat-
ural F-metrics (α, β, γ), where α and γ are symmetric, and natural (possibly
degenerated) metrics G on the tangent bundles given by

G = αs + βh + γv. �

33.22. Proposition. All first order natural F-metrics α in dimensions m > 1
form a family parameterized by two arbitrary smooth functions µ, ν : (0,∞)→ R

in the following way. For every Riemannian manifold (M, g) and tangent vectors
u, X, Y ∈ TxM

(1) α(M,g)(u)(X,Y ) = µ(g(u, u))g(X,Y ) + ν(g(u, u))g(u,X)g(u, Y ).

If m = 1, then the same assertion holds, but we can always choose ν = 0.
In particular, all first order natural F-metrics are symmetric.

Proof. We have to discuss all O(m)-equivariant maps α : Rm → R
m∗ ⊗ Rm∗.

Denote by g0 =
∑
i dx

i ⊗ dxi the canonical Euclidean metric and by | | the
induced norm. Each vector v ∈ Rm can be transformed into |v| ∂

∂x1

∣∣
0
. Hence α

is determined by its values on the one-dimensional subspace spanned by ∂
∂x1

∣∣
0
.

Moreover, we can also change the orientation on the first axis, i.e. we have to
define α only on t ∂

∂x1

∣∣
0

with positive reals t.
Let us consider the group G of all linear orthogonal transformations keeping

∂
∂x1

∣∣
0

fixed. So for every t ∈ R the tensor β(t) = α(t ∂
∂x1 ) ∈ Rm∗ ⊗ Rm∗ is

G-invariant. On the other hand, every such smooth map β determines a natural
F-metric.

So let us assume sijdxi ⊗ dxj is G-invariant. Since we can change the orien-
tation of any coordinate axis except the first one, all sij with different indices
must be zero. Further we can exchange any couple of coordinate axis different
from the first one and so all coefficients at dxi⊗dxi, i 6= 1, must coincide. Hence
all G-invariant tensors are of the form

(2) νdx1 ⊗ dx1 + µg0.

The reals µ and ν are independent, if m > 1. In dimension one, G is the trivial
group and so the whole one dimensional tensor space consists of G-invariant
tensors.

Thus, our mapping β is defined by (2) with two arbitrary smooth functions
µ and ν (and they can be reduced to one if m = 1). Given v = t ∂

∂x1

∣∣
0
, we can

write

α(Rm,g0)(v)(X,Y ) = β(|v|)(X,Y ) = µ(|v|)g0(X,Y )+ν(|v|)|v|−2g0(v,X)g0(v, Y )

In order to prove that all natural F-metrics are of the form (1), we only have
to express µ(t), ν(t) as ν̄(t2) = t−2ν(t) and µ̄(t2) = µ(t) for all positive reals,
see 33.19. Obviously, every such operator is natural and the proposition is
proved. �
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33.23. If we use the invariance with respect to SO(m) in the proof of the above
proposition, we get

Proposition. All first order natural F-metrics α on oriented Riemannian mani-
folds of dimensions m form a family parameterized by arbitrary smooth functions
µ, ν, κ, λ : (0,∞) → R in the following way. For every Riemannian manifold
(M, g) of dimension m > 3 and tangent vectors u, X, Y ∈ TxM

α(M,g)(u)(X,Y ) = µ(g(u, u))g(X,Y ) + ν(g(u, u))g(u,X)g(u, Y ).

If m = 3 then

α(M,g)(u)(X,Y ) = µ(g(u, u))g(X,Y ) + ν(g(u, u))g(u,X)g(u, Y )

+ κ(g(u, u))g(u,X × Y )

where × means the vector product. If m = 2, then

α(M,g)(u)(X,Y ) = µ(g(u, u))g(X,Y ) + ν(g(u, u))g(u,X)g(u, Y )

+ κ(g(u, u))
(
g(Jg(u), X)g(u, Y ) + g(Jg(u), Y )g(u,X)

)
+ λ(g(u, u))

(
g(Jg(u), X)g(u, Y )− g(Jg(u), Y )g(u,X)

)
where Jg is the canonical almost complex structure on (M, g). In the dimension
m = 1 we get

α(M,g)(u)(X,Y ) = µ(g(u, u))g(X,Y ).

33.24. If we combine the results from 33.20–33.23 we deduce that all natural
metrics on tangent bundles of Riemannian manifolds depend on six arbitrary
smooth functions on positive real numbers if m > 1, and on three functions in
dimension one.

The same result remains true for oriented Riemannian manifolds if m > 3
or m = 1, but the metrics depend on 7 real functions if m = 3 and on 10 real
functions in dimension two.

34. Multilinear natural operators

We have already discussed several ways how to find natural operators and
all of them involve some results from representation theory. Our general proce-
dures work without any linearity assumption and we also used them in section
30 devoted to the bilinear operators of the type of Frölicher-Nijenhuis bracket.
However, there are very effective methods involving much more linear represen-
tation theory of the jet groups in question which enable us to solve more general
classes of problems concerning linear geometric operations.

In fact, the representation theory of the Lie algebras of the infinite jet groups,
i.e. the formal vector fields with vanishing absolute terms, plays an important
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role. Thus, the methods differ essentially if these Lie algebras have finite dimen-
sion in the geometric category in question. The best known example beside the
Riemannian manifolds is the category of manifolds with conformal Riemannian
structure.

Although we feel that this theory lies beyond the scope of our book, we would
like to give at least a survey and a sort of interface between the topics and the
terminology of this book and some related results and methods available in the
literature. For a detailed survey on the subject we recommend [Kirillov, 80,
pp. 3–29]. The linear natural operators in the category of conformal pseudo-
Riemannian manifolds are treated in the survey [Baston, Eastwood, 90].

Some basic concepts and results from representation theory were treated in
section 13.

34.1. Recall that every natural vector bundles E1, . . . , Em, E : Mfn → FM
of order r correspond to Grn-modules V1, . . . , Vm, V . Further, m-linear natural
operators D : C∞(E1 ⊕ · · · ⊕ Em) = C∞(E1) × . . . × C∞(Em) → C∞(E) are
of some finite order k (depending on D), cf. 19.9, and so they correspond to
m-linear Gk+r

n -equivariant mappings D defined on the product of the standard
fibers T knVi of the k-th prolongations JkEi, D : T knV1 × . . . × T knVm → V , see
14.18 or 18.20. Equivalently, we can consider linear Gk+r

n -equivariant maps
D : T knV1 ⊗ · · · ⊗ T knVm → V . We can pose the problem at three levels.

First, we may fix all bundles E1, . . . , Em, E and ask for all m-linear operators
D : E1 ⊕ · · · ⊕ Em  E. This is what we always have done.

Second, we fix only the source E1⊕· · ·⊕Em, so that we search for all m-linear
geometric operations with the given source. The methods described below are
efficient especially in this case.

Third, both the source and the target are not prescribed.
We shall first proceed in the latter setting, but we derive concrete results only

in the special case of first order natural vector bundles and m = 1. Of course, the
results will appear in a somewhat implicit way, since we have to assume that the
bundles in question correspond to irreducible representations of G1

n = GL(n).
We do not lose much generality, for all representations of GL(n) are completely
reducible, except the exceptional indecomposable ones (cf. [Boerner, 67, chapter
V]). But although all tensorial representations are decomposable, it might be a
serious problem to find the decompositions explicitly in concrete examples. This
also concerns our later discussion on bilinear operations. In particular, we do
not know how to deduce explicitly (in some short elementary way) the results
from section 30 from the more general results due P. Grozman, see below.

34.2. Given linear representations π, ρ of a connected Lie group G on vector
spaces V , W , we know that a linear mapping ϕ : V → W is a G-module ho-
momorphism if and only if it is a g-module homomorphism with respect to the
induced representations Tπ, Tρ of the Lie algebra g on V , W , see 5.15. So if
we find all gk+r

n -module homomorphisms D : T knV1 ⊗ · · · ⊗ T knVm → V , we de-
scribe all (Gk+r

n )+-equivariant maps and so all operators natural with respect to
orientation preserving diffeomorphisms. Hence we shall be able to analyze the
problem on the Lie algebra level. But we first continue with some observations
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concerning the Gr+kn -modules.
Recall that for every Grn-module V with homogeneous degree d (as a G1

n-
module) the induced Gr+kn -module T knV decomposes as GL(n)-module into the
sum T knV = V0⊕ · · ·⊕Vk of GL(n)-modules Vi with homogeneous degrees d− i.
Hence given an irreducible G1

n-module W and a Gk+r
n -module homomorphism

ϕ : T knV → W such that kerϕ does not include Vk, W must have homogeneous
degree d−k and T knV is a decomposable Gr+kn -module by virtue of 13.14. Hence
in order to find all Gk+r

n -module homomorphisms with source T knV we have to
discuss the decomposability of this module. Note T knV is always reducible if
k > 0, cf. 13.14. A corollary in [Terng, 78, p. 812] reads

If V is an irreducible G1
n-module, then T knV is indecomposable except V =

ΛpRn∗, k = 1.
So an explicit decomposition of T 1

n(ΛpRn∗) leads to

Theorem. All non zero linear natural operators D : E1  E between two nat-
ural vector bundles corresponding to irreducible G1

n-modules are
(1) E1 = ΛpT ∗, E = Λp+1T ∗, D = k.d, where k ∈ R, n > p ≥ 0
(2) E1 = E, D = k.id, k ∈ R.

This theorem was originally formulated by J. A. Schouten, partially proved
by [Palais, 59] and proved independently by [Kirillov, 77] and [Terng, 78]. Terng
proved this result by direct (rather technical) considerations and she formulated
the indecomposability mentioned above as a consequence. Her methods are not
suitable for generalizations to m-linear operations or to more general categories
over manifolds.

34.3. If we pass to the Lie algebra level, we can include more information ex-
tending the action of gk+r

n to an action of the whole algebra g = g−1 ⊕ g0 ⊕ . . .
of formal vector fields X =

∑∞
|α|=0 a

j
αx

α ∂
∂xj on Rn. In particular, the action of

the (abelian) subalgebra of constant vector fields g−1 will exclude the general
reducibility of T knV .

Lemma. The induced action of gk+r
n on T knV = (JkE)0R

n is given by the Lie

differentiation jr+k0 X.jk0 s = jk0 (L−Xs) and this formula extends the action to
the Lie algebra g of formal vector fields. Every gk+r

n -module homomorphism
ϕ : T knV →W is a g-module homomorphism.

Proof. We have

jr+k0 X.jk0 s = ∂
∂t

∣∣
0
`expt.jr+k0 X(jk0 s) = (by 13.2)

= ∂
∂t

∣∣
0
`jr+k0 FlXt

(jk0 s) = (by 14.18)

= ∂
∂t

∣∣
0
jk0 (E(FlXt ) ◦ s ◦ FlX−t) = (by 6.15)

= jk0L−Xs

Each gk+r
n -module homomorphism ϕ : T knV →W defines an operator D natural

with respect to orientation preserving local diffeomorphisms. It follows from 6.15
that every natural linear operator commutes with the Lie differentiation (this
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can be seen easily also along the lines of the above computation and we shall
discuss even the converse implication in chapter XI). Hence for all j∞0 X ∈ g,
jk0 s ∈ T knV

j∞0 X.ϕ(jk0 s) = L−XDs(0) = D(L−Xs)(0) = ϕ(jk0 (L−Xs)) = ϕ(j∞0 X.jk0 s)

and so ϕ is a g-module homomorphism. �

34.4. Consider a Grn-module V , a g-module homomorphism ϕ : T knV →W and
its dual ϕ∗ : W ∗ → (T knV )∗. If W is a Gqn-module, then the subalgebra bq =
gq ⊕ gq+1 ⊕ . . . in g acts trivially on the image Imϕ∗ ⊂ (T knV )∗.

We say that a g-module V is of height p if gq.V = 0 for all q > p and gp.V 6= 0.

Definition. The vectors v ∈ T knV with trivial action of all homogeneous com-
ponents of degrees greater then the height of V are called singular vectors.

An analogous definition applies to subalgebras a ⊂ g with grading and a-
modules.

So the linear natural operations between irreducible first order natural vec-
tor bundles are described by gk+1

n -submodules of singular vectors in (T knV )∗.
Similarly we can treat m-linear operators on replacing (T knV )∗ by (T knV1)∗ ⊗
· · · ⊗ (T knVm)∗. Since all modules in question are finite dimensional, it suffices
to discuss the highest weight vectors (see 34.8) in these submodules which can
also lead to the possible weights of irreducible modules V . For this purpose, one
can use the methods developed (for another aim) by Rudakov. Remark that the
Kirillov’s proof of theorem 34.2 also analyzes the possible weights of the modules
V , but by discussing the possible eigen values of the Laplace-Casimir operator.

First we have to derive some suitable formula for the action of g on (T knV )∗.
In what follows, V and W will be G1

n-modules and we shall write ∂i = ∂
∂xi ∈ g−1.

34.5. Lemma. (T knV )∗ =
∑k
i=0 S

i(g−1)⊗ V ∗.

Proof. Every multi index α = i1 . . . i|α|, i1 ≤ · · · ≤ i|α|, yields the linear map

`α : T knV → V, `α(jk0 s) = (L−∂i1 ◦ . . . ◦ L−∂i|α| s)(0).

Since the elements in g−1 commute, we can view the elements in S|α|(g−1) as
linear combinations of maps `α. Now the contraction with V ∗ yields a linear
map

∑k
i=0 S

i(g−1) ⊗ V ∗ → (T knV )∗. This map is bijective, since (T knV )∗ has a
basis induced by the iterated partial derivatives which correspond to the maps
`α. �

This identification is important for our computations. Let us denote `i =
L−∂i ∈ g∗−1 = S1(g−1), so the elements `α can be viewed as `α = `i1 ◦ . . .◦`i|α| ∈
S|α|(g−1) and we have `α = 0 if |α| > k. Further, for every ` ∈ g we shall denote
ad`α.` = (−1)|α|[∂i1 , [. . . [∂i|α| , `] . . . ]].
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34.6. Lemma. The action of ` ∈ gq on `α ⊗ v ∈ Sp ⊗ V ∗ is

`.`α ⊗ v =
∑

β+γ=α
|γ|=q

`β ⊗ (ad`γ .`).v +
∑

β+γ=α
|γ|=q+1

(
`β ◦ (ad`γ .`)

)
⊗ v.

Proof. We compute with ` = jk0X ∈ gq

`.(`α ⊗ v)(jk0 s) = −(`α ⊗ v)(`.jk0 s) = (`α ⊗ v)(jk0 (LXs)) = 〈(`α ◦ LXs)(0), v〉.

Since `j ◦ LY = LY ◦ `j + L[−∂j ,Y ] for all Y ∈ g, 1 ≤ j ≤ n, and [∂j , gl] ⊂ gl−1,
we get

`.(`α ⊗ v)(jk0 s) = 〈`i1 . . . `ip−1LX`ips(0), v〉+ 〈`i1 . . . `ip−1L[−∂ip ,X]s(0), v〉

and the same procedure can be applied p times in order to get the Lie derivative
terms just at the left hand sides of the corresponding expressions. Each choice
of indices among i1, . . . , ip determines just one summand of the outcome. Hence
we obtain (the sum is taken also over repeating indices)

`.(`α ⊗ v)(jk0 s) =
∑

β+γ=α

〈(ad`γ .`).`βs(0), v〉.

Further ad`γ .` = 0 whenever |γ| > q+1 and for all vector fields Y ∈ g0⊕g1⊕ . . .
we have

〈(LY ◦ `βs)(0), v〉 = −〈(`βs)(0),LY v〉

so that only the terms with |γ| = q or |γ| = q+ 1 can survive in the sum (notice
Y ∈ gp, p ≥ 1, implies LY v = 0). Since ` = jk0Y ∈ g0 acts on (the jet of constant
section) v by `.v = L−Y v(0), we get the result. �

34.7. Example. In order to demonstrate the computations with this formula,
let us now discuss the linear operations in dimension one.

We say that V is a gkn-module homogeneous in the order if there is k0 such
that gk0 .v = 0 implies v = 0 and gl.v = 0 for all v and l > k0. Each gkn-module
includes a submodule homogeneous in order. Indeed, the isotropy algebra of
each vector v contains some kernel bl, l ≤ k, denote lv the minimal one. Let p
be the minimum of these l’s. Then the set of vectors with lv = p is a submodule
homogeneous in order. In particular, every irreducible module is homogeneous
in order.

Consider a g1
1 module V homogeneous in order. For every non zero vector

a = `p1 ⊗ v ∈ Sp(g−1)⊗ V ∗ ⊂ (T k1 V )∗ and ` ∈ g1 we get

`.a = −p`p−1
1 ⊗ [∂1, `]v +

(
p
2

)
`p−2
1 ◦ [∂1, [∂1, `]]⊗ v.

Take ` = x2 d
dx so that [∂1, `] = 2x d

dx =: 2h and [∂1, [∂1, `]] = 2∂1.
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Assume now b1.a = 0. Then

0 = `.a = `p−1
1 ⊗ (−2ph.v + p(p− 1)v)

so that 2h.v = (p− 1)v or p = 0.
Further, set ` = x3 d

dx . We get

0 = `.a =
(
p
2

)
`p−2
1 ⊗ [∂1, [∂1, `]].v −

(
p
3

)
`p−3
1 .[∂1, [∂1, [∂1, `]]]⊗ v

= `p−2
1 ⊗ (3p(p− 1)h.v − p(p− 1)(p− 2)v).

Hence either p = 0 or p = 1 or 3h.v = 3
2 (p − 1)v = (p − 2)v. The latter is not

possible, for it says p = −1. The case p = 0 is not interesting since the action
of b1 on all vectors in V ∗ = S0(g−1)⊗ V ∗ is trivial. But if p = 1 we get h.v = 0
and so the homogeneity in order implies the action of g1

1 on V is trivial. Hence
V = R if irreducible. Moreover, the submodule generated by a in (T 1

1R)∗ is
`1 ⊗ R with the action h.t`1 = 0 + t`1. Hence if ϕ : T 1

1 V → W is a g-module
homomorphism and if both V and W are irreducible, then either ϕ factorizes
through ϕ : V → W which means V = W , ϕ = k.idV , or V = R, W = R

∗ with
the minus identical action of g1

1. In this way we have proved theorem 34.2 in the
dimension one.

34.8. The situation in higher dimensions is much more difficult. Let us mention
some concepts and results from representation theory. Our source is [Zhelobenko,
Shtern, 83] and [Naymark, 76].

Consider a Lie algebra g and its representation ρ in a vector space V . An
element λ ∈ g∗ is called a weight if there is a non zero vector v ∈ V such that
ρ(x)v = λ(x)v for all x ∈ g. Then v is called a weight vector (corresponding
to λ). If h ⊂ g is a subalgebra, then the weights of the adjoint representation
of h in g are called roots of the algebra g with respect to h. The corresponding
weight vectors are called the root vectors (with respect to h).

A maximal solvable subalgebra b in a Lie algebra g is called a Borel subalgebra.
A maximal commutative subalgebra h ⊂ g with the property that all operators
adx, x ∈ h, are diagonal in g is called a Cartan subalgebra.

In our case g = gl(n), the upper triangular matrices form the Borel subalgebra
b+ while the diagonal matrices form the Cartan subalgebra h. Let us denote
n+ the derived algebra [b+, b+], i.e. the subalgebra of triangular matrices with
zeros on the diagonals. Consider a gl(n)-module V . A vector v ∈ V is called
the highest weight vector (with respect to b+) if there is a root λ ∈ h∗ such that
x.v − λ(x)v = 0 for all x ∈ h and x.v = 0 for all x ∈ n+. The root λ is called
the highest weight. In our case we identify h∗ with Rn.

The highest weight vectors always exist for complex representations of com-
plex algebras and are uniquely determined for the irreducible ones. The pro-
cedure of complexification allows to use this for the real case as well. So each
finite dimensional irreducible representation of gl(n) is determined by a high-
est weight (λ1, . . . , λn) ∈ C such that all λi − λi+1 are non negative integers,
i = 1, . . . , n− 1.
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34.9. Examples. Let us start with the weight of the canonical representation
on Rn corresponding to the tangent bundle T . The action of a = (akl ), akl = δkj δ

i
l

for some j < i, (corresponding to the action of X = xi ∂
∂xj given by the negative

of the Lie derivative) on a highest weight vector v must be zero, so that only its
first coordinate can be nonzero. Hence the weight is (1, 0, . . . , 0).

Now we compute the weights of the irreducible modules ΛpRn∗. The action
of X = xi ∂

∂xj on a (constant) form ω is L−Xω. Since LXdxl = δljdx
i we

get (cf. 7.6) that if X.ω = 0 for all j < i then ω is a constant multiple of
dxn−p+1 ∧ · · · ∧ dxn. Further, the action of L−xi/∂xi on dxi1 ∧ · · · ∧ dxip is
minus identity if i appears among the indices ij and zero if not. Hence the
highest weight is (0, . . . , 0,−1, . . . ,−1) with n − p zeros. Similarly we compute
the highest weight of the dual ΛpRn, (1, . . . , 1, 0, . . . , 0) with n− p zeros.

Analogously one finds that the highest weight vector of SpRm∗ is the sym-
metric tensor product of p copies of dxn and the weight is (0, . . . , 0,−p).

34.10. Let us come back to our discussion on singular vectors in (T knV )∗ for an
irreducible gl(n)-module V . In our preceding considerations we can take suitable
subalgebras with grading instead of the whole algebra g of formal vector fields.
It turns out that one can describe in detail the singular vectors in dimension two
and for the subalgebra of divergence free formal vector fields. We shall denote
this algebra by s(2) and we shall write sr2 for the Lie algebras of the corresponding
jet groups. We shall not go into details here, they can be found in [Rudakov, 74,
pp. 853–859]. But let us indicate why this description is useful. A subalgebra
a ⊂ g is called a testing subalgebra if there is an isomorphism s(2) → a ⊂ g
of algebras with gradings and a distinguished subspace w(a) ⊂ g−1 such that
g−1 = a−1 ⊕ w(a), [a, w(a)] = 0.

Lemma. Let V be a g1
n-module, (T knV )∗ =

∑k
i=0 S

i(g−1)⊗ V ∗ and a ⊂ g be a

testing subalgebra. Then V̄ =
∑k
i=0 S

i(w(a)) ⊗ V ∗ ⊂ (T knV )∗ is an a0-module

and there is an a-module isomorphism (T knV )∗ →
∑k
i=0 S

i(a−1) ⊗ V̄ onto the
image.

Proof. V̄ =
∑∞
i=0 S

i(w(a))⊗ V ∗ is an a0-module, for [a, w(a)] = 0. We have∑∞
i=0 S

i(a−1)⊗ V̄ =
∑∞
i=0 S

i(a−1)⊗
∑∞
j=0 S

j(w(a))⊗ V ∗

=
∑∞
i=0 S

i(a−1 ⊕ w(a))⊗ V ∗. �

34.11. It turns out that there are enough testing subalgebras in the algebra of
formal vector fields. Using the results on s(2), Rudakov proves that for every g1

n-
module V the homogeneous singular vectors can appear only in V ∗⊕S1(g−1)⊗
V ∗ ⊂ (T knV )∗. This is equivalent to the assertion that all linear natural operators
are of order one.

Let us remark that this was also proved by [Terng, 78] in a very interesting
way. She proved that every tensor field is locally a sum of fields with polynomial
coefficients of degree one in suitable coordinates (different for each summand)
and so the naturality and linearity imply that the orders must be one.
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34.12. Now, we know that if there is a homogeneous singular vector x which
does not lie in V ∗ ⊂ (T 1

nV )∗ then there must be a highest weight singular vector
x ∈ g∗−1 ⊗ V ∗, for all linear representations in question are finite dimensional.
Let us write x =

∑k
i=1 li ⊗ ui, where k ≤ n and all `i are assumed linearly

independent.

Proposition. Let x =
∑k
i=1 li ⊗ ui be a singular vector of highest weight with

respect to the Borel algebra b+ ⊂ g1
n. If ui 6= 0, i = 1, . . . , p, and up+1 = 0,

then ui = 0, i = p + 1, . . . , k, and up is a highest weight vector with weight
λ = (1, . . . , 1, 0, . . . , 0) with n − p + 1 zeros. Then the weight of x is µ =
(1, . . . , 1, 0, . . . , 0) with n− p zeros.

Proof. Since x is singular, we have for all k, j, l (we do not use summation
conventions now)
(1)
0 = −xkxl ∂

∂xj .
∑
p `p ⊗ up =

∑
p 1⊗ [ ∂

∂xp , x
kxl ∂

∂xj ].up = xl ∂
∂xj .uk + xk ∂

∂xj .ul.

In particular, for all k, j

xk ∂
∂xj .uk = 0(2)

xj ∂
∂xj .uk = −xk ∂

∂xj .uj .(3)

Further, x is a highest weight vector with weight µ = (µ1, . . . , µn) and for all i,
j we have

xi ∂
∂xj .x =

∑
p `p ⊗ xi

∂
∂xj .up +

∑
p[−

∂
∂xp , x

i ∂
∂xj ]⊗ up(4)

=
∑
p `p ⊗ xi

∂
∂xj .up + `j ⊗ ui.

If i > j, we have xi ∂
∂xj .x = 0 and so

xi ∂
∂xj .up = 0 p 6= j(5)

xi ∂
∂xj .uj = −ui.(6)

Further, xi ∂
∂xi .x = µix and so (4) implies for all p, i

(7) xi ∂
∂xi .up = (µi − δpi )up.

The latter formula shows that the vectors up are either zero or root vectors
of V ∗ with respect to the Cartan algebra h with weights λ(p) = (λ1, . . . , λn),
λi = µi − δpi . Formula (2) implies that either up = 0 or µp = 1. If up = 0,
then all ul = 0, l ≥ p, by (6). Assume up 6= 0 and up+1 = 0, i.e. µi = 1, i ≤ p.
Then (5) and (6) show that up is a highest weight vector. By (3), xj ∂

∂xj .uk =
λ(k)juk = −xk ∂

∂xj .uj , so that for k = p, j > p, (7) implies λ(p)jup = µj .up =
−xp ∂

∂xj .uj = 0. Hence µi = 1, i = 1, . . . , p, and µi = 0, i = p+ 1, . . . , n. �
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34.13. Now it is easy to prove theorem 34.2. If D : E1  E is a linear natural
operator between bundles corresponding to irreducible G1

n-modules V , W , then
either V ∗ = ΛpRn, p = 0, . . . , n − 1, and W ∗ = Λp+1

R
n, or D is a zero order

operator. The dual of the inclusion W ∗ → (T 1
nV )∗ corresponds to the exterior

differential up to a constant multiple.
Let us remark, that the only part of the proof we have not presented in detail

is the estimate of the order, but we mentioned a purely geometric way how to
prove this, cf. 34.11. It might be useful in concrete situations to combine some
general methods with final computations in the above style.

34.14. The method of testing subalgebras is heavily used in [Rudakov, 75] deal-
ing with subalgebras of divergence free formal vector fields and Hamiltonian vec-
tor fields. The aim of all the mentioned papers by Rudakov is the study of infinite
dimensional representations of infinite dimensional Lie algebras of formal vector
fields. His considerations are based on the study of the space

∑∞
i=0 S

i(g−1)⊗V ∗
and so the results are relevant for our purposes as well. We should remark that in
the cited papers the action slightly differs in notation and the vector fields xi ∂

∂xj

are identified with the transposed matrix (aij) to our (aji ) and so the weights cor-
respond to the Borel subalgebra of lower triangular matrices. Due to Rudakov’s
results, a description of all linear operations natural with respect to unimodular
or symplectic diffeomorphisms is also available. In the unimodular case we get
the following result. We write S`n for the category of n-dimensional manifolds
with fixed volume forms and local diffeomorphisms preserving the distinguished
forms.

Theorem. All non zero linear natural operators D : E1  E between two first
order natural bundles on category S`n corresponding to irreducible representa-
tions of the first order jet group are

(1) E1 = E, D = k.id, k ∈ R
(2) E1 = ΛpT ∗, E = Λp+1T ∗, D = k.d, k ∈ R, n > p ≥ 0

(3) E1 = Λn−1T ∗, E = Λ1T ∗, D = k.(d◦ i◦d) : Λn−1T ∗ → ΛnT ∗ i−→∼= Λ0T ∗ →
Λ1T ∗, k ∈ R.

Let us point out that this theorem describes all linear natural operations not
only up to decompositions into irreducible components but also up to natural
equivalences. For example, to find linear natural operations with vector fields
we have to notice Rn ∼= Λn−1

R
n∗, ∂

∂xp 7→ i( ∂
∂xp )(dx1 ∧ · · · ∧ dxn). Hence the

Lie differentiation of the distinguished volume forms corresponds to the exte-
rior differential on (n − 1)-forms, the identification of n-forms with functions
yields the divergence of vector fields and the exterior differential of the diver-
gence represents the ‘composition’ of exterior derivatives from point (3). Beside
the constant multiples of identity, there are no other linear operations (with
irreducible target).

We shall not describe the Hamiltonian case. We remark only that then not
even the differential forms correspond to irreducible representations and that
the interesting operations live on irreducible components of them.
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34.15. Next we shall shortly comment some results concerning m-linear oper-
ations. We follow mainly [Kirillov, 80]. So ρ∗ will denote a representation dual
to a representation ρ of G1

n
+ and we write ∆ for the one-dimensional represen-

tation given by a 7→ deta−1. Further Γρ(M) is the space of all smooth sections
of the vector bundle Eρ over M corresponding to ρ. In particular Γ∆(M) co-
incides with ΩnM . To every representation ρ we associate the representation
ρ̃ := ρ∗ ⊗∆. The pointwise pairing on Γρ(M)× Γρ∗(M) gives rise to a bilinear
mapping Γρ(M)× Γρ̃(M)→ Ωn(M), a natural bilinear operation of order zero.
Given two sections s ∈ Γρ(M), s̃ ∈ Γρ̃(M) with compact supports we can inte-
grate the resulting n-form, let us write 〈s, s̃〉 for the outcome. We have got a
bilinear functional invariant with respect to the diffeomorphism group DiffM .

For every m-linear natural operator D of type (ρ1, . . . , ρm; ρ) we define an
(m+ 1)-linear functional

FD(s1, . . . , sm, sm+1) = 〈D(s1, . . . , sm), sm+1〉,

defined on sections si ∈ Γρi(M), i = 1, . . . ,m, sm+1 ∈ Γρ̃(M) with compact
supports. The functional FD satisfies

(1) FD is continuous with respect to the C∞-topology on Γρi and Γρ̃
(2) FD is invariant with respect to DiffM
(3) FD = 0 whenever ∩m+1

i=1 suppsi = ∅.
We shall call the functionals with properties (1)–(3) the invariant local func-

tionals of the type (ρ1, . . . , ρm; ρ̃).

Theorem. The correspondence D 7→ FD is a bijection between the m-linear
natural operators of type (ρ1, . . . , ρm; ρ) and local linear functionals of type
(ρ1, . . . , ρm; ρ̃).

The proof is sketched in [Kirillov, 80] and consists in showing that each such
functional is given by an integral operator the kernel of which recovers the natural
m-linear operator.

34.16. The above theorem simplifies essentially the discussion on m-linear nat-
ural operations. Namely, there is the action of the permutation group Σm+1

on these operations defined by (σFD)(s1, . . . , sm+1) = FD(sσ1, . . . , sσ(m+1)),
σ ∈ Σm+1. Hence a functional of type (ρ1, . . . , ρm; ρ) is transformed into a
functional of type (ρσ−1(1), . . . , ρσ−1(m+1)) and so for every operation D of the
type (ρ1, . . . , ρm; ρ) there is another operation σD. If σ(m + 1) = m + 1, then
this new operation differs only by a permutation of the entries but, for example,
if σ transposes only m and m+ 1, then σD is of type (ρ1, . . . , ρm−1, ρ̃; ρ̃m).

In the simplest case m = 1, the exterior derivative d : ΩpM → Ωp+1M is
transformed by the only non trivial element in Σ2 into d : Ωn−p−1M → Ωn−pM .

If m = 2, the action of Σ3 becomes significant. We shall now describe all
operations in this case. Those of order zero are determined by projections of
ρ1 ⊗ ρ2 onto irreducible components.

34.17. First order bilinear natural operators. We shall divide these op-
erations into five classes, each corresponding to some intrinsic construction and
the action of Σ3.
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1. Write τ for the canonical representation of G1
n

+ on Rn, i.e. Γτ (M) are the
smooth vector fields on M . For every representation ρ we have the Lie derivative
L : Γτ (M)× Γρ(M)→ Γρ(M), a natural operation of type (τ, ρ; ρ). The action
of Σ3 yields an operation of type (ρ, ρ̃; τ̃) allowing to construct invariantly a
covector density from any two tensor fields which admit a pointwise pairing into
a volume form. This operation appears often in the lagrangian formalism and
Nijenhuis called it the lagrangian Schouten concomitant.

2. This class contains the operations of the types (Λkτ⊗∆κ,Λlτ⊗∆λ; Λmτ⊗
∆µ), where k, l, m are certain integers between zero and n while κ, λ, µ are
certain complex numbers.

Assume first k + l > n + 1. Then an operation exists if m = k + l − n − 1,
µ = κ+ λ− 1. Let us choose an auxiliary volume form v ∈ Γ∆(M) and use the
identification Λkτ⊗∆κ ∼= Λn−kτ∗⊗∆κ−1, i.e. we shall construct an operation of
the type (Λk

′
τ∗⊗∆κ′ ,Λl

′
τ∗⊗∆λ′ ; Λm

′
τ∗⊗∆µ′) with k′+l′ ≤ n−1, m′ = k′+l′+1

and µ′ = κ′+λ′. Then we can write a field of type Λkτ⊗∆κ in the form ω.vκ−1,
ω ∈ Λn−kT ∗M . We define

(1) D(ω1.v
κ−1, ω2.v

λ−1) = (c1dω1 ∧ ω2 + c2ω1 ∧ dω2).vµ−1

where ω1 is a (n−k)-form, ω2 is a (n−l)-form, and c1, c2 are constants. The right
hand side in (1) should not depend on the choice of v. So let us write v = ϕ.ṽ
where ϕ is a positive function. Then ω1.v

κ−1 = ω̃1.ṽ
κ−1, ω2.v

λ−1 = ω̃2.ṽ
λ−1,

with ω̃1 = ϕκ−1.ω1, ω̃2 = ϕλ−1.ω2. After the substitution into (1), there appears
the extra summand

(c1dϕκ−1 ∧ ω1 ∧ ϕλ−1ω2 + c2ϕκ−1ω1 ∧ dϕλ−1 ∧ ω2)ṽmu−1

=
(
(κ− 1)c1 + (−1)k(λ− 1)c2

)
.d(lnϕ) ∧ ω1 ∧ ω2.v

µ−1.

Thus (1) is a correct definition of an invariant operation if and only if

(2) (κ− 1)c1 + (−1)k(λ− 1)c2 = 0.

Now take k + l ≤ n + 1. We find an operation if and only if m = k + l − 1
and µ = κ + λ. As before, we fix an auxiliary volume form v and we write
the fields of type Λkτ ⊗ ∆κ as a.vκ where a is a k-vector field. The usual
divergence of vector fields extends to a linear operation δv on k-vector fields,
δv(X1∧· · ·∧Xk) =

∑k
i=1(−1)i+1divXi.X1∧· · · ∧i · · ·∧Xk, where ∧i means that

the entry is missing. Of course, this divergence depends on the choice of v. We
have
(3)

δϕv(X1∧ · · ·∧Xk) = ϕ.δv(X1∧ · · ·∧Xk) +
k∑
i=1

(−1)i+1Xi(ϕ).X1∧ · · · ∧i · · · ∧Xk.

Let us look for a natural operator D of the form

D(a.vκ, b.vλ) = (c1δv(a) ∧ b+ c2a ∧ δv(b) + c3δv(a ∧ b)) .vµ.

Electronic edition of: Natural Operations in Differential Geometry, Springer-Verlag, 1993



34. Multilinear natural operators 291

Formula (3) implies that D is natural if and only if

(4) (κ− 1)c1 + (κ+ λ− 1)c3 = 0, (λ− 1)c2 + (κ+ λ− 1)c3 = 0.

The formulas (2) and (4) define the constants uniquely except the case κ =
λ = 1 when we get two independent operations, see also the fifth class. Let
us point out that the second class involves also the Schouten-Nijenhuis bracket
ΛpT ⊕ΛqT  Λp+q−1T (the case κ = λ = 0, k+ l ≤ n+ 1), cf. 30.10, sometimes
also caled the antisymmetric Schouten concomitant, which defines the structure
of a graded Lie algebra on the fields in question. This bracket is given by

[X1 ∧ · · · ∧Xk, Y1 ∧ · · · ∧ Yl]
=
∑
i,j(−1)i+j [Xi, Yj ] ∧X1 ∧ · · · ∧i · · · ∧Xk ∧ Y1 ∧ · · · ∧j · · · ∧ Yl.

The second class is invariant under the action of Σ3.
3. The third class is represented by the so called symmetric Schouten con-

comitant. This is an operation of type (Skτ, Slτ ;Sk+l−1τ) with a nice geometric
definition. The elements in SkTM can be identified with functions on T ∗M fiber-
wise polynomial of degree k. Since there is a canonical symplectic structure on
T ∗M , there is the Poisson bracket on C∞(T ∗M). The bracket of two fiberwise
polynomial functions is also fiberwise polynomial and so the bracket gives rise
to our operation.

The action of Σ3 yields an operation of the type (Skτ, Slτ∗⊗∆;Sl−k+1τ∗⊗∆).
If k = 1, this is the Lie derivative and if k = l, we get the lagrangian Schouten
concomitant.

4. This class involves the Frölicher-Nijenhuis bracket, an operation of the type
(τ⊗Λkτ∗, τ⊗Λlτ∗; τ⊗Λk+lτ∗), k+ l ≤ n. The tensor spaces in question are not
irreducible, τ ⊗ Λkτ∗ is a sum of Λk−1τ∗ and an irreducible representation ρk
of highest weight (1, . . . , 1, 0, . . . , 0,−1) where 1 appears k-times (the trace-free
vector valued forms). The Frölicher-Nijenhuis bracket is a sum of an operation
of type (ρk, ρl; ρk+l) and several other simpler operations.

If we apply the action of Σ3 to the Frölicher-Nijenhuis bracket, we get an
operation of the type (τ ⊗ Λmτ∗, τ∗ ⊗ Λkτ∗; τ∗ ⊗ Λk+mτ∗) which is expressed
through contractions and the exterior derivative.

5. Finally, there are the natural operations which reduce to compositions of
wedge products and exterior differentiation. Such operations are always defined
if at least one of the representations ρ1, ρ2, or one of the irreducible components
of ρ1⊗ρ2 coincides with Λkτ∗. Since ˜Λkτ∗ = Λn−kτ∗, this class is also invariant
under the action of Σ3.

In [Grozman, 80b] we find the next theorem. Unfortunately its proof based
on the Rudakov’s algebraic methods is not available in the literature. In an
earlier paper, [Grozman, 80a], he classified the bilinear operations in dimension
two, including the unimodular case.

34.18. Theorem. All natural bilinear operators between natural bundles cor-
responding to irreducible representations of GL(n) are exhausted by the zero
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order operators, the five classes of first order operators described in 34.17, the
operators of second and third order obtained by the composition of the first and
zero order operators and one exceptional operation in dimension n = 1, see the
example below.

In particular, there are no bilinear natural operations of order greater then
three.

34.19. Example. A tensor density on the real line is determined by one com-
plex number λ, we write f(x)(dx)−λ ∈ C∞(EλR) for the corresponding fields of
geometric objects. There is a natural bilinear operator D : E2/3⊕E2/3  E−5/3

D(f(dx)−2/3, g(dx)−2/3) =
(

2
∣∣∣ f g

d3f/dx3 d3g/dx3

∣∣∣+ 3
∣∣∣ df/dx dg/dx

d2f/dx2 d2g/dx2

∣∣∣) .(dx)5/3

This is a third order operation which is not a composition of lower order ones.

34.20. The multilinear natural operators are also related to the cohomology
theory of Lie algebras of formal vector fields. In fact these operators express
zero dimensional cohomologies with coefficients in tensor products of the spaces
of the fields in question, see [Fuks, 84]. The situation is much further analyzed
in dimension n = 1 in [Feigin, Fuks, 82]. In particular, they have described all
skew symmetric operations Eλ ⊕ · · · ⊕ Eλ  Eµ. They have deduced

Theorem. For every λ ∈ C, m > 0, k ∈ Z, there is at most one skew symmetric
operation D : ΛmC∞Eλ → C∞Eµ with µ = mλ− 1

2m(m−1)−k, up to a constant
multiple. A necessary and sufficient condition for its existence is the following:

either k=0, or 0 < k ≤ m and λ satisfies the quadratic equation(
(λ+ 1

2 )(k1 + 1)−m
) (

(λ+ 1
2 )(k2 + 1)−m

)
= 1

2 (k2 − k1)2

with arbitrary positive k1 ∈ Z, k2 ∈ Z, k1.k2 = k.

The operator corresponding to the first possibility k = 0, D : ΛmC∞(EλR)→
C∞(Emλ− 1

2m(m−1)R), admits a simple expression

f1(dx)−λ ∧ · · · ∧ fm(dx)−λ 7→

∣∣∣∣∣∣
f1 f ′1 ... f

(m−1)
1

f2 f ′2 ... f
(m−1)
2

. . . . . . . . . . . . .
fm f ′m ... f(m−1)

m

∣∣∣∣∣∣ (dx)−mλ+ 1
2m(m−1)

Grozman’s operator from 34.19 corresponds to the choice m = 2, k = 2,
λ = 2/3, k1 = 2, k2 = 1. The proof of this theorem is rather involved. It
is based on the structure of projective representations of the algebra of formal
vector fields on the one-dimensional sphere.

34.21. The problem of finding all natural m-linear operations has been also for-
mulated for super manifolds. As far as we know, only the linear operations were
classified, see [Bernstein, Leites, 77], [Leites, 80], [Shmelev, 83], but their results
include also the unimodular, and Hamiltonian cases. Some more information is
also available in [Kirillov, 80].
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34.22. The linear natural operations on conformal manifolds. As we
have seen, the description of the linear natural operators is heavily based on the
structure of the subalgebra in the algebra of formal vector fields which corre-
sponds to the jet groups in the category in question. If the category involves
very few morphisms, these algebras become small. In particular, they might
have finite dimensions like in the case of Riemannian manifolds or conformal
Riemannian manifolds. The former example is not so interesting for the follow-
ing reasons: Since all irreducible representations of the orthogonal groups are
O(m,R)-invariant irreducible subspaces in tensor spaces, we can work in the
whole category of manifolds in the way demonstrated in section 33. On the
other hand, if we include the so called spinor representations of the orthogonal
group, we get serious problems with the whole setting. However, the second
example is of highest interest for many reasons coming both from mathematics
and physics and it is treated extensively nowadays. Let us conclude this section
with a very short overview of the known results, for more information see the
survey [Baston, Eastwood, 90] or the papers [Baston, 90], [Branson, 85].

Let us write C for the category of manifolds with a conformal Riemannian
structure, i.e. with a distinguished line bundle in S2

+T
∗M , and the morphisms

keeping this structure. More explicitely, two metrics g, ĝ on M are called confor-
mal if there is a positive smooth function f on M such that ĝ = f2g. A conformal
structure is an equivalence class with respect to this equivalence relation. The
conformal structure on M can also be described as a reduction of the first order
frame bundle P 1M to the conformal group CO(m,R) = R o O(m,R), and the
conformal morphisms ϕ are just those local diffeomorphisms which preserve this
reduction under the P 1ϕ-action. Thus, each linear representation of CO(m,R)
on a vector space V defines a bundle functor on C. The category C is not locally
homogeneous, but it is local.

The main difference from the situations typical for this book is that there
are new natural bundles in the category C. In fact, we can take any linear
representation of O(m,R) and a representation of the center R ⊂ GL(m,R)
and combine them together. The representations of the center are of the form
(t.id)(v) = t−w.v with an arbitrary real number w, which is called the confor-
mal weight of the representation or of the corresponding bundle functor. Each
tensorial representation of GL(m,R) induces a representation of CO(m,R) with
the conformal weight equal to the difference of the number of covariant and
contravariant indices. In particular, the convention for the weight is chosen in
such a way that the bundle of metrics has conformal weight two. If we restrict
our considerations to the tensorial representations, we exclude nearly all natural
linear operators.

Each isometry of a conformal manifold with respect to an arbitrary metric
from the distinguished class is a conformal morphism. Thus, the Riemannian
natural operators described in section 33 can be taken for candidates in the
classification. But the remaining problems are still so difficult that a general
solution has not been found yet.

Let us mention at least two possibilities how to treat the problem. The
first one is to restrict ourselves to locally conformally flat manifolds, i.e. we
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consider only a subcategory in C which is admissible in our sense. Thus, the
classification problem for linear operators reduces to a (difficult) problem from
the representation theory. But what remains then is to distinguish those natural
operators on the conformally flat manifolds which are restrictions of natural
operators on the whole category, and to find explicite formulas for them. For
general reasons, there must be a universal formula in the terms of the covariant
derivatives, curvatures and their covariant derivatives. The best known example
is the conformal Laplace operator on functions in dimension 4

D = ∇a∇a +
1
6
R

where ∇a∇a means the operator of the covariant differentiation applied twice
and followed by taking trace, and R is the scalar curvature. The proper confor-
mal weights ensuring the invariance are −1 on the source and −3 on the target.
The first summand D0 = ∇a∇a of D is an operator which is natural on the
functions with the specified weights on conformally flat manifolds and the sec-
ond summand is a correction for the general case. In view of this example, the
question is how far we can modify the natural operators (homogeneous in the
order and acting between bundles corresponding to irreducible representations of
CO(m,R)) found on the flat manifolds by adding some corrections. The answer
is rather nice: with some few exceptions this is always possible and the order
of the correction term is less by two (or more) than that of D0. Moreover, the
correction involves only the Ricci curvature and its covariant derivatives. This
was deduced in [Eastwood, Rice, 87] in dimension four, and in [Baston, 90] for
dimensions greater than two (the complex representations are treated explicitely
and the authors assert that the real analogy is available with mild changes). In
particular, there are no corrections necessary for the first order operators, which
where completely classified by [Fegan, 76]. Nevertheless, the concrete formu-
las for the operators (first of all for the curvature terms) are rarely available.
Another disadvantage of this approach is that we have no information on the
operators which vanish on the conformally flat manifolds, even we do not know
how far the extension of a given operator to the whole category is determined.

The description of all linear natural operators on the conformally flat mani-
folds is based on the general ideas as presented at the begining of this section.
This means we have to find the morphisms of g-modules W ∗ → (T∞n V )∗, where
g is the algebra of formal vector fields on Rn with flows consisting of conformal
morphisms. One can show that g = o(n+ 1, 1), the pseudo-orthogonal algebra,
with grading g = g−1⊕g0⊕g1 = R

n⊕co(n,R)⊕Rn∗. The lemmas 34.5 and 34.6
remain true and we see that (T∞n V )∗ is the so called generalized Verma module
corresponding to the representation of CO(n,R) on V . Each homomorphism
W ∗ → (T∞n V )∗ extends to a homomorphism of the generalized Verma modules
(T∞n W )∗ → (T∞n V )∗ and so we have to classify all morphisms of generalized
Verma modules. These were described in [Boe, Collingwood, 85a, 85b]. In par-
ticular, if we start with usual functions (i.e. with conformal weight zero), then
all conformally invariant operators which form a ‘connected pattern’ involving
the functions are drawn in 33.18. (The latter means that there are no more
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operators having one of the bundles indicated on the diagram as the source or
target.) A very interesting point is a general principal coming from the repre-
sentation theory (the so called Jantzen-Zuzkermann functors) which asserts that
once we have got such a ‘connected pattern’ all other ones are obtained by a
general procedure. Unfortunately this ‘translation procedure’ is not of a clear
geometric character and so we cannot get the formulas for the corresponding
operators in this way, cf. [Baston, 90]. The general theory mentioned above
implies that all the operators from the diagram in 33.18 admit the extension to
the whole category of conformal manifolds, except the longest arrow Ω0 → Ωm.
By the ‘translation procedure’, the same is ensured for all such patterns, but
the question whether there is an extension for the exceptional ‘long arrows’ is
not solved in general. Some of them do extend, but there are counter examples
of operators which do not admit any extension, see [Branson, 89], [Graham, to
appear].

Another more direct approach is used by [Branson, 85, 89] and others. They
write down a concrete general formula in terms of the Riemannian invariants
and they study the action of the conformal rescaling of the metric. Since it is
sufficient to study the infinitesimal condition on the invariance with respect to
the rescaling of the metric, they are able to find series of conformally invariant
operators. But a classification is available for the first and second order operators
only.

Remarks

Proposition 30.4 was proved by [Kolář, Michor, 87]. Proposition 31.1 was
deduced in [Kolář, 87a]. The natural transformations Jr → Jr were determined
in [Kolář, Vosmanská, 89]. The exchange map eΛ from 32.4 was introduced by
[Modugno, 89a].

The original proof of the Gilkey theorem on the uniqueness of the Pontryagin
forms, [Gilkey, 73], was much more combinatorial and had not used H. Weyl’s
theorem. Our approach is similar to [Atiyah, Bott, Patodi, 73], but we do
not need their polynomiality assumption. The Gilkey theorem was generalized
in several directions. For the case of Hermitian bundles and connections see
[Atiyah, Bott, Patodi, 73], for oriented Riemannian manifolds see [Stredder, 75],
the metrics with a general signature are treated in [Gilkey, 75]. The uniqueness of
the Levi-Cività connection among the polynomial conformal natural connections
on Riemannian manifolds was deduced by [Epstein, 75]. The classification of the
first order liftings of Riemannian metrics to the tangent bundles covers the results
due to [Kowalski, Sekizawa, 88], who used the so called method of differential
equations in their much longer proof. Our methods originate in [Slovák, 89] and
an unpublished paper by W. M. Mikulski.

Electronic edition of: Natural Operations in Differential Geometry, Springer-Verlag, 1993



296

CHAPTER VIII.
PRODUCT PRESERVING FUNCTORS

We first present the theory of those bundle functors which are determined by
local algebras in the sense of A. Weil, [Weil, 51]. Then we explain that the Weil
functors are closely related to arbitrary product preserving functorsMf →Mf .
In particular, every product preserving bundle functor onMf is a Weil functor
and the natural transformations between two such functors are in bijection with
the homomorphisms of the local algebras in question.

In order to motivate the development in this chapter we will tell first a math-
ematical short story. For a smooth manifold M , one can prove that the space
of algebra homomorphisms Hom(C∞(M,R),R) equals M as follows. The ker-
nel of a homomorphism ϕ : C∞(M,R) → R is an ideal of codimension 1 in
C∞(M,R). The zero sets Zf := f−1(0) for f ∈ kerϕ form a filter of closed
sets, since Zf ∩ Zg = Zf2+g2 , which contains a compact set Zf for a function
f which is unbounded on each non compact closed subset. Thus

⋂
f∈kerϕ Zf is

not empty, it contains at least one point x0. But then for any f ∈ C∞(M,R)
the function f −ϕ(f)1 belongs to the kernel of ϕ, so vanishes on x0 and we have
f(x0) = ϕ(f).

An easy consequence is that Hom(C∞(M,R), C∞(N,R)) = C∞(N,M). So
the category of algebras C∞(M,R) and their algebra homomorphisms is dual to
the category Mf of manifolds and smooth mappings.

But now let D be the algebra generated by 1 and ε with ε2 = 0 (sometimes
called the algebra of dual numbers or Study numbers, it is also the truncated
polynomial algebra of degree 1). Then it turns out that Hom(C∞(M,R),D) =
TM , the tangent bundle of M . For if ϕ is a homomorphism C∞(M,R) → D,
then π ◦ ϕ : C∞(M,R) → D → R equals evx for some x ∈ M and ϕ(f) −
f(x).1 = X(f).ε, where X is a derivation over x since ϕ is a homomorphism.
So X is a tangent vector of M with foot point x. Similarly we may show that
Hom(C∞(M,R),D⊗ D) = TTM .

Now let A be an arbitrary commutative real finite dimensional algebra with
unit. Let W (A) be the subalgebra of A generated by the idempotent and nilpo-
tent elements of A. We will show in this chapter, that Hom(C∞(M,R), A) =
Hom(C∞(M,R),W (A)) is a manifold, functorial in M , and that in this way we
have defined a product preserving functor Mf →Mf for any such algebra. A
will be called a Weil algebra if W (A) = A, since in [Weil, 51] this construc-
tion appeared for the first time. We are aware of the fact, that Weil algebras
denote completely different objects in the Chern-Weil construction of character-
istic classes. This will not cause troubles, and a serious group of mathematicians
has already adopted the name Weil algebra for our objects in synthetic differ-
ential geometry, so we decided to stick to this name. The functors constructed
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in this way will be called Weil functors, and we will also present a covariant
approach to them which mimics the construction of the bundles of velocities,
due to [Morimoto, 69], cf. [Kolář, 86].

We will discuss thoroughly natural transformations between Weil functors and
study sections of them, a sort of generalized vector fields. It turns out that the
addition of vector fields generalizes to a group structure on the set of all sections,
which has a Lie algebra and an exponential mapping; it is infinite dimensional
but nilpotent.

Conversely under very mild conditions we will show, that up to some covering
phenomenon each product preserving functor is of this form, and that natural
transformations between them correspond to algebra homomorphisms. This has
been proved by [Kainz-Michor, 87] and independently by [Eck, 86] and [Luciano,
88].

Weil functors will play an important role in the rest of the book, and we will
frequently compare results for other functors with them. They can be much
further analyzed than other types of functors.

35. Weil algebras and Weil functors

35.1. A real commutative algebra A with unit 1 is called formally real if for any
a1, . . . , an ∈ A the element 1 + a2

1 + · · · + a2
n is invertible in A. Let E = {e ∈

A : e2 = e, e 6= 0} ⊂ A be the set of all nonzero idempotent elements in A. It is
not empty since 1 ∈ E. An idempotent e ∈ E is said to be minimal if for any
e′ ∈ E we have ee′ = e or ee′ = 0.

Lemma. Let A be a real commutative algebra with unit which is formally real
and finite dimensional as a real vector space.

Then there is a decomposition 1 = e1 + · · ·+ ek into all minimal idempotents.
Furthermore A = A1 ⊕ · · · ⊕ Ak, where Ai = eiA = R · ei ⊕ Ni, and Ni is a
nilpotent ideal.

Proof. First we remark that every system of nonzero idempotents e1, . . . , er
satisfying eiej = 0 for i 6= j is linearly independent over R. Indeed, if we multiply
a linear combination k1e1 + · · · + krer = 0 by ei we obtain ki = 0. Consider a
non minimal idempotent e 6= 0. Then there exists e′ ∈ E with e 6= ee′ =: ē 6= 0.
Then both ē and e− ē are nonzero idempotents and ē(e− ē) = 0. To deduce the
required decomposition of 1 we proceed by recurrence. Assume that we have a
decomposition 1 = e1 + · · · + er into nonzero idempotents satisfying eiej = 0
for i 6= j. If ei is not minimal, we decompose it as ei = ēi + (ei − ēi) as above.
The new decomposition of 1 into r + 1 idempotents is of the same type as the
original one. Since A is finite dimensional this proceedure stabilizes. This yields
1 = e1 + · · · + ek with minimal idempotents. Multiplying this relation by a
minimal idempotent e, we find that e appears exactly once in the right hand
side. Then we may decompose A as A = A1 ⊕ · · · ⊕Ak, where Ai := eiA.

Now each Ai has only one nonzero idempotent, namely ei, and it suffices to
investigate each Ai separately. To simplify the notation we suppose that A = Ai,
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so that now 1 is the only nonzero idempotent of A. Let N := {n ∈ A : nk =
0 for some k} be the ideal of all nilpotent elements in A.

We claim that any x ∈ A \ N is invertible. If not then xA ⊂ A is a proper
ideal, and since A is finite dimensional the decreasing sequence

A ⊃ xA ⊃ x2A ⊃ · · ·
of ideals must become stationary. If xkA = 0 then x ∈ N , thus there is a k such
that xk+`A = xkA 6= 0 for all ` > 0. Then x2kA = xkA and there is some y ∈ A
with xk = x2ky. So we have (xky)2 = xky 6= 0, and since 1 is the only nontrivial
idempotent of A we have xky = 1. So xk−1y is an inverse of x as required.

So the quotient algebra A/N is a finite dimensional field, so A/N equals R
or C. If A/N = C, let x ∈ A be such that x + N =

√
−1 ∈ C = A/N . Then

1 + x2 +N = N = 0 in C, so 1 + x2 is nilpotent and A cannot be formally real.
Thus A/N = R and A = R · 1⊕N as required. �

35.2. Definition. A Weil algebra A is a real commutative algebra with unit
which is of the form A = R · 1 ⊕ N , where N is a finite dimensional ideal of
nilpotent elements.

So by lemma 35.1 a formally real and finite dimensional unital commutative
algebra is the direct sum of finitely many Weil algebras.

35.3. Some algebraic preliminaries. Let A be a commutative algebra with
unit and let M be a module over A. The semidirect product A[M ] of A and M
or the idealisator of M is the algebra (A×M,+, ·), where (a1,m1) · (a2,m2) =
(a1a2, a1m2 + a2m1). Then M is a (nilpotent) ideal of A[M ].

Let Mm×n = {(tij) : tij ∈ M, 1 ≤ i ≤ m, 1 ≤ j ≤ n} be the space of all
(m × n)-matrices with entries in the module M . If S ∈ Ar×m and T ∈ Mm×n

then the product of matrices ST ∈Mr×n is defined by the usual formula.
For a matrix U = (uij) ∈ An×n the determinant is given by the usual formula

det(U) =
∑
σ∈Sn signσ

∏n
i=1 ui,σ(i). It is n-linear and alternating in the columns

of U .

Lemma. If m = (mi) ∈Mn×1 is a column vector of elements in the A-module
M and if U = (uij) ∈ An×n is a matrix with Um = 0 ∈ Mn×1 then we have
det(U)mi = 0 for each i.

Proof. We may compute in the idealisator A[M ], or assume without loss of gen-
erality that all mi ∈ A. Let u∗j denote the j-th column of U . Then

∑
uijmj = 0

for all i means that m1u∗1 = −
∑
j>1mju∗j , thus

det(U)m1 = det(m1u∗1, u∗2, . . . , u∗n)

= det(−
∑
j>1mju∗j , u∗2, . . . , u∗n) = 0 �

Lemma. Let I be an ideal in an algebra A and let M be a finitely generated
A-module. If IM = M then there is an element a ∈ I with (1− a)M = 0.

Proof. Let M =
∑n
i=1Ami for generators mi ∈ M . Since IM = M we have

mi =
∑n
j=1 tijmj for some T = (tij) ∈ In×n. This means (1n − T )m = 0 for

m = (mj) ∈Mn×1. By the first lemma we get det(1n− T )mj = 0 for all j. But
det(1n − T ) = 1− a for some a ∈ I. �
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Lemma of Nakayama. Let (A, I) be a local algebra (i.e. an algebra with a
unique maximal ideal I) and let M be an A-module. Let N1, N2 ⊂ M be
submodules with N1 finitely generated. If N1 ⊆ N2+IN1 then we have N1 ⊆ N2.

In particular IN1 = N1 implies N1 = 0.

Proof. Let IN1 = N1. By the lemma above there is some a ∈ I with (1−a)N1 =
0. Since I is a maximal ideal (so A/I is a field), 1 − a is invertible. Thus
N1 = 0. If N1 ⊆ N2 + IN1 we have I((N1 + N2)/N2) = (N1 + N2)/N2 thus
(N1 +N2)/N2 = 0 or N1 ⊆ N2. �

35.4. Lemma. Any ideal I of finite codimension in the algebra of germs
En := C∞0 (Rn,R) contains some power Mk

n of the maximal ideal Mn of germs
vanishing at 0.

Proof. Consider the chain of ideals En ⊇ I +Mn ⊇ I +M2
n ⊇ · · · . Since I has

finite codimension we have I+Mk
n = I+Mk+1

n for some k. SoMk
n ⊆ I+MnMk

n

which implies Mk
n ⊆ I by the lemma of Nakayama 35.3 since Mk

n is finitely
generated by the monomials of order k in n variables. �

35.5. Theorem. Let A be a unital real commutative algebra. Then the fol-
lowing assertions are equivalent.

(1) A is a Weil algebra.
(2) A is a finite dimensional quotient of an algebra of germs En = C∞0 (Rn,R)

for some n.
(3) A is a finite dimensional quotient of an algebra R[X1, . . . , Xn] of poly-

nomials.
(4) A is a finite dimensional quotient of an algebra R[[X1, . . . , Xn]] of formal

power series.
(5) A is a quotient of an algebra Jk0 (Rn,R) of jets.

Proof. Let A = R · 1 ⊕ N , where N is the maximal ideal of nilpotent ele-
ments, which is generated by finitely many elements, say X1, . . . , Xn. Since
R[X1, . . . , Xn] is the free real unital commutative algebra generated by these
elements, A is a quotient of this polynomial algebra. There is some k such that
xk+1 = 0 for all x ∈ N , so A is even a quotient of the jet algebra Jk0 (Rn,R).
Since the jet algebra is itself a quotient of the algebra of germs and the algebra
of formal power series, the same is true for A. That all these finite dimensional
quotients are Weil algebras is clear, since they all are formally real and have
only one nonzero idempotent. �

If A is a quotient of the jet algebra Jr0 (Rn,R), we say that the order of A is
at most r.

35.6. The width of a Weil algebra. Consider the square N2 of the nilpotent
ideal N of a Weil algebra A. The dimension of the real vector space N/N2 is
called the width of A.

Let M ⊂ R[x1, . . . , xn] denote the ideal of all polynomials without con-
stant term and let I ⊂ R[x1, . . . , xn] be an ideal of finite codimension which
is contained in M2. Then the width of the factor algebra A = R[x1, . . . , xn]/I
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is n. Indeed the nilpotent ideal of A is M/I and (M/I)2 = M2/I, hence
(M/I)/(M/I)2 ∼=M/M2 is of dimension n.

35.7. Proposition. If M is a smooth manifold and I is an ideal of finite
codimension in the algebra C∞(M,R), then C∞(M,R)/I is a direct sum of
finitely many Weil algebras.

If A is a finite dimensional commutative real algebra with unit, then we have
Hom(C∞(M,R), A) = Hom(C∞(M,R),W (A)), where W (A) is the subalgebra
of A generated by all idempotent and nilpotent elements of A (the so-called Weil
part of A). In particular W (A) is formally real.

Proof. The algebra C∞(M,R) is formally real, so the first assertion follows from
lemma 35.1. If ϕ : C∞(M,R)→ A is an algebra homomorphism, then the kernel
of ϕ is an ideal of finite codimension in C∞(M,R), so the image of ϕ is a direct
sum of Weil algebras and is thus generated by its idempotent and nilpotent
elements. �

35.8. Lemma. Let M be a smooth manifold and let ϕ : C∞(M,R)→ A be an
algebra homomorphism into a Weil algebra A.

Then there is a point x ∈ M and some k ≥ 0 such that kerϕ contains the
ideal of all functions which vanish at x up to order k.

Proof. Since ϕ(1) = 1 the kernel of ϕ is a nontrivial ideal in C∞(M,R) of finite
codimension.

If Λ is a closed subset of M we let C∞(Λ,R) denote the algebra of all real
valued functions on Λ which are restrictions of smooth functions on M . For a
smooth function f let Zf := f−1(0) be its zero set. For a subset S ⊂ C∞(Λ,R)
we put ZS :=

⋂
{Zf : f ∈ S}.

Claim 1. Let I be an ideal of finite codimension in C∞(Λ,R). Then ZI is a
finite subset of Λ and ZI = ∅ if and only if I = C∞(Λ,R).
ZI is finite since C∞(Λ,R)/I is finite dimensional. Zf = ∅ implies that f is

invertible. So if I 6= C∞(Λ,R) then {Zf : f ∈ I} is a filter of nonempty closed
sets, since Zf ∩ Zg = Zf2+g2 . Let h ∈ C∞(M,R) be a positive proper function,
i.e. inverse images under h of compact sets are compact. The square of the
geodesic distance with respect to a complete Riemannian metric on a connected
manifold M is such a function. Then we put f = h|Λ ∈ C∞(Λ,R). The sequence
f, f2, f3, . . . is linearly dependent mod I, since I has finite codimension, so
g =

∑n
i=1 λif

i ∈ I for some (λi) 6= 0 in Rn. Then clearly Zg is compact. So this
filter of closed nonempty sets contains a compact set and has therefore nonempty
intersection ZI =

⋂
f∈I Zf .

Claim 2. If I is an ideal of finite codimension in C∞(M,R) and if a function
f ∈ C∞(M,R) vanishes near ZI , then f ∈ I.

Let ZI ⊂ U1 ⊂ U1 ⊂ U2 where U1 and U2 are open in M such that f |U2 = 0.
The restriction mapping C∞(M,R) → C∞(M \ U1,R) is a surjective algebra
homomorphism, so the image I ′ of I is again an ideal of finite codimension in
C∞(M \U1,R). But clearly ZI′ = ∅, so by claim 1 we have I ′ = C∞(M \U1,R).
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Thus there is some g ∈ I such that g|(M \ U1) = f |(M \ U1). Now choose
h ∈ C∞(M,R) such that h = 0 on U1 and h = 1 off U2. Then f = fh = gh ∈ I.

Claim 3. For the ideal kerϕ in C∞(M,R) the zero set ZI consists of one point
x only.

Since kerϕ is a nontrivial ideal of finite codimension, Zkerϕ is not empty and
finite by claim 1. For any function f ∈ C∞(M,R) which is 1 or 0 near the points
in Zkerϕ the element ϕ(f) is an idempotent of the Weil algebra A. Since 1 is
the only nonzero idempotent of A, the zero set ZI consists of one point.

Now by claims 2 and 3 the ideal kerϕ contains the ideal of all functions which
vanish near x. So ϕ factors to the algebra C∞x (M,R) of germs at x, compare
35.5.(2). Now kerϕ ⊂ C∞x (M,R) is an ideal of finite codimension, so by lemma
35.4 the result follows. �

35.9. Corollary. The evaluation mapping ev : M → Hom(C∞(M,R),R),
given by ev(x)(f) := f(x), is bijective.

This result is sometimes called the exercise of Milnor, see [Milnor-Stasheff,
74, p. 11]. Another (similar) proof of it can be found in the mathematical short
story in the introduction to chapter VIII.

Proof. By lemma 35.8, for every ϕ ∈ Hom(C∞(M,R),R) there is an x ∈ M
and a k ≥ 0 such that kerϕ contains the ideal of all functions vanishing at
x up to order k. Since the codimension of kerϕ is 1, we have kerϕ = {f ∈
C∞(M,R) : f(x) = 0}. Then for any f ∈ C∞(M,R) we have f − f(x)1 ∈ kerϕ,
so ϕ(f) = f(x). �

35.10. Corollary. For two manifolds M1 and M2 the mapping

C∞(M1,M2)→ Hom(C∞(M2,R), C∞(M1,R))

f 7→ (f∗ : g 7→ g ◦ f)

is bijective.

Proof. Let x1 ∈ M1 and ϕ ∈ Hom(C∞(M2,R), C∞(M1,R)). Then evx1 ◦ ϕ
is in Hom(C∞(M2,R),R), so by 35.9 there is a unique x2 ∈ M2 such that
evx1 ◦ϕ = evx2 . If we write x2 = f(x1), then f : M1 →M2 and ϕ(g) = g ◦ f for
all g ∈ C∞(M2,R). This also implies that f is smooth. �

35.11. Chart description of Weil functors. Let A = R · 1 ⊕ N be a Weil
algebra. We want to associate to it a functor TA :Mf →Mf from the category
Mf of all finite dimensional second countable manifolds into itself. We will give
several descriptions of this functor, and we begin with the most elementary and
basic construction, the idea of which goes back to [Weil, 53].

Step 1. If p(t) is a real polynomial, then for any a ∈ A the element p(a) ∈ A is
uniquely defined; so we have a (polynomial) mapping TA(p) : A→ A.
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Step 2. If f ∈ C∞(R,R) and λ1 + n ∈ R · 1 ⊕ N = A, we consider the Taylor
expansion j∞f(λ)(t) =

∑∞
j=0

f(j)(λ)
j! tj of f at λ and we put

TA(f)(λ1 + n) := f(λ)1 +
∞∑
j=1

f (j)(λ)
j!

nj ,

which is finite sum, since n is nilpotent. Then TA(f) : A→ A is smooth and we
get TA(f ◦ g) = TA(f) ◦ TA(g) and TA(IdR) = IdA.

Step 3. For f ∈ C∞(Rm,R) we want to define the value of TA(f) at the vec-
tor (λ11 + n1, . . . , λm1 + nm) ∈ Am = A × . . . × A. Let again j∞f(λ)(t) =∑
α∈Nm

1
α!d

αf(λ)tα be the Taylor expansion of f at λ ∈ Rm for t ∈ Rm. Then
we put

TA(f)(λ11 + n1, . . . , λm1 + nm) := f(λ)1 +
∑
|α|≥1

1
α!
dαf(λ)nα1

1 . . . nαmm ,

which is again a finite sum.

Step 4. For f ∈ C∞(Rm,Rk) we apply the construction of step 3 to each com-
ponent fj : Rm → R of f to define TA(f) : Am → Ak.

Since the Taylor expansion of a composition is the composition of the Taylor
expansions we have TA(f ◦ g) = TA(f) ◦ TA(g) and TA(IdRm) = IdAm .

If ϕ : A → B is a homomorphism between two Weil algebras we have ϕk ◦
TAf = TBf ◦ ϕm for f ∈ C∞(Rm,Rk).

Step 5. Let π = πA : A → A/N = R be the projection onto the quotient field
of the Weil algebra A. This is a surjective algebra homomorphism, so by step 4
the following diagram commutes for f ∈ C∞(Rm,Rk):

Am w
TAf

u
πmA

Ak

u π
k
A

R
m w

f
R
k

If U ⊂ Rm is an open subset we put TA(U) := (πmA )−1(U) = U ×Nm, which is
an open subset in TA(Rm) := Am. If f : U → V is a smooth mapping between
open subsets U and V of Rm and Rk, respectively, then the construction of steps
3 and 4, applied to the Taylor expansion of f at points in U , produces a smooth
mapping TAf : TAU → TAV , which fits into the following commutative diagram:

U ×Nm[[[]pr1

TAU w
TAf

u
πmA

TAV

uπkA

V ×Nk

�
�
��
pr1

U w
f

V
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We have TA(f ◦ g) = TAf ◦ TAg and TA(IdU ) = IdTAU , so TA is now a covariant
functor on the category of open subsets of Rm’s and smooth mappings between
them.

Step 6. In 1.14 we have proved that the separable connected smooth manifolds
are exactly the smooth retracts of open subsets in Rm’s. If M is a smooth
manifold, let i : M → R

m be an embedding, let i(M) ⊂ U ⊂ Rm be a tubular
neighborhood and let q : U → U be the projection of U with image i(M). Then
q is smooth and q ◦ q = q. We define now TA(M) to be the image of the smooth
retraction TAq : TAU → TAU , which by 1.13 is a smooth submanifold.

If f : M → M ′ is a smooth mapping between manifolds, we define TAf :
TAM → TAM

′ as

TAM ⊂ TAU
TA(i′◦f◦q)−−−−−−−→ TAU

′ TAq
′

−−−→ TAU
′,

which takes values in TAM
′.

It remains to show, that another choice of the data (i, U, q,Rm) for the man-
ifold M leads to a diffeomorphic submanifold TAM , and that TAf is uniquely
defined up to conjugation with these diffeomorphisms for M and M ′. Since this
is a purely formal manipulation with arrows we leave it to the reader and give
instead the following:

Step 6’. Direct construction of TAM for a manifold M using atlases.
Let M be a smooth manifold of dimension m, let (Uα, uα) be a smooth atlas

of M with chart changings uαβ := uα ◦ u−1
β : uβ(Uαβ) → uα(Uαβ). Then the

smooth mappings

TA(uβ(Uαβ)) w
TA(uαβ)

u
πmA

TA(uα(Uαβ))

u
πmA

uβ(Uαβ) w
uαβ

uα(Uαβ)

form again a cocycle of chart changings and we may use them to glue the open
sets TA(uα(Uα)) = uα(Uα)×Nm ⊂ TA(Rm) = Am in order to obtain a smooth
manifold which we denote by TAM . By the diagram above we see that TAM
will be the total space of a fiber bundle T (πA,M) = πA,M : TAM → M , since
the atlas (TA(Uα), TA(uα)) constructed just now is already a fiber bundle atlas.
Thus TAM is Hausdorff, since two points xi can be separated in one chart if
they are in the same fiber, or they can be separated by inverse images under
πA,M of open sets in M separating their projections.

This construction does not depend on the choice of the atlas. For two atlases
have a common refinement and one may pass to this.

If f ∈ C∞(M,M ′) for two manifolds M , M ′, we apply the functor TA to
the local representatives of f with respect to suitable atlases. This gives local
representatives which fit together to form a smooth mapping TAf : TAM →
TAM

′. Clearly we again have TA(f ◦ g) = TAf ◦ TAg and TA(IdM ) = IdTAM , so
that TA :Mf →Mf is a covariant functor.
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35.12. Remark. If we apply the construction of 35.11, step 6’ to the algebra
A = 0, which we did not allow (1 6= 0 ∈ A), then T0M depends on the choice
of the atlas. If each chart is connected, then T0M = π0(M), computing the
connected components of M . If each chart meets each connected component of
M , then T0M is one point.

35.13. Theorem. Main properties of Weil functors. Let A = R · 1 ⊕ N
be a Weil algebra, where N is the maximal ideal of nilpotents. Then we have:

1. The construction of 35.11 defines a covariant functor TA : Mf → Mf
such that (TAM,πA,M ,M,NdimM ) is a smooth fiber bundle with standard fiber
NdimM . For any f ∈ C∞(M,M ′) we have a commutative diagram

TAM w
TAf

u
πA,M

TAM
′

u
πA,M ′

M w
f

M ′.

So (TA, πA) is a bundle functor on Mf , which gives a vector bundle on Mf if
and only if N is nilpotent of order 2.

2. The functor TA : Mf → Mf is multiplicative: it respects products.
It maps the following classes of mappings into itself: immersions, initial im-
mersions, embeddings, closed embeddings, submersions, surjective submersions,
fiber bundle projections. It also respects transversal pullbacks, see 2.19. For
fixed manifolds M and M ′ the mapping TA : C∞(M,M ′)→ C∞(TAM,TAM

′) is
smooth, i.e. it maps smoothly parametrized families into smoothly parametrized
families.

3. If (Uα) is an open cover of M then TA(Uα) is also an open cover of TAM .
4. Any algebra homomorphism ϕ : A → B between Weil algebras induces

a natural transformation T (ϕ, ) = Tϕ : TA → TB . If ϕ is injective, then
T (ϕ,M) : TAM → TBM is a closed embedding for each manifold M . If ϕ is
surjective, then T (ϕ,M) is a fiber bundle projection for each M . So we may
view T as a co-covariant bifunctor from the category of Weil algebras timesMf
to Mf .

Proof. 1. The main assertion is clear from 35.11. The fiber bundle πA,M :
TAM →M is a vector bundle if and only if the transition functions TA(uαβ) are
fiber linear NdimM → NdimM . So only the first derivatives of uαβ should act on
N , so any product of two elements in N must be 0, thus N has to be nilpotent
of order 2.

2. The functor TA respects products in the category of open subsets of Rm’s
by 35.11, step 4 and 5. All the other assertions follow by looking again at the
chart structure of TAM and by taking into account that f is part of TAf (as the
base mapping).

3. This is obvious from the chart structure.
4. We define T (ϕ,Rm) := ϕm : Am → Bm. By 35.11, step 4, this restricts to

a natural transformation TA → TB on the category of open subsets of Rm’s and
by gluing also on the category Mf . Obviously T is a co-covariant bifunctor on
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the indicated categories. Since πB ◦ ϕ = πA (ϕ respects the identity), we have
T (πB ,M)◦T (ϕ,M) = T (πA,M), so T (ϕ,M) : TAM → TBM is fiber respecting
for each manifold M . In each fiber chart it is a linear mapping on the typical
fiber NdimM

A → NdimM
B .

So if ϕ is injective, T (ϕ,M) is fiberwise injective and linear in each canonical
fiber chart, so it is a closed embedding.

If ϕ is surjective, let N1 := kerϕ ⊆ NA, and let V ⊂ NA be a linear com-
plement to N1. Then for m = dimM and for the canonical charts we have the
commutative diagram:

TAM w
T (ϕ,M)

TBM

TA(Uα) w
T (ϕ,Uα)

u

u
TA(uα)

TB(Uα)

u

u
TB(uα)

uα(Uα)×Nm
A w

Id×(ϕ|NA)m
uα(Uα)×Nm

B

uα(Uα)×Nm
1 × V m wId×0× Iso

uα(Uα)× 0×Nm
B

So T (ϕ,M) is a fiber bundle projection with standard fiber (kerϕ)m. �

35.14. Theorem. Algebraic description of Weil functors. There are
bijective mappings ηM,A : Hom(C∞(M,R), A) → TA(M) for all smooth man-
ifolds M and all Weil algebras A, which are natural in M and A. Via η the
set Hom(C∞(M,R), A) becomes a smooth manifold and Hom(C∞( ,R), A) is
a global expression for the functor TA.

Proof. Step 1. Let (xi) be coordinate functions on Rn. By lemma 35.8 for
ϕ ∈ Hom(C∞(Rn,R), A) there is a point x(ϕ) = (x1(ϕ), . . . , xn(ϕ)) ∈ Rn such
that kerϕ contains the ideal of all f ∈ C∞(Rn,R) vanishing at x(ϕ) up to some
order k, so that ϕ(xi) = xi(ϕ) · 1 + ϕ(xi − xi(ϕ)), the latter summand being
nilpotent in A of order ≤ k. Applying ϕ to the Taylor expansion of f at x(ϕ)
up to order k with remainder gives

ϕ(f) =
∑
|α|≤k

1
α!

∂|α|f

∂xα
(x(ϕ))ϕ(x1 − x1(ϕ))α1 . . . ϕ(xn − xn(ϕ))αn

= TA(f)(ϕ(x1), . . . , ϕ(xn)).

So ϕ is uniquely determined by the elements ϕ(xi) in A and the mapping

ηRn,A : Hom(C∞(Rn,R), A)→ An,

η(ϕ) := (ϕ(x1), . . . , ϕ(xn))
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is injective. Furthermore for g = (g1, . . . , gm) ∈ C∞(Rn,Rm) and coordinate
functions (y1, . . . , ym) on Rm we have

(ηRm,A ◦ (g∗)∗)(ϕ) = (ϕ(y1 ◦ g), . . . , ϕ(ym ◦ g))

= (ϕ(g1), . . . , ϕ(gm))

=
(
TA(g1)(ϕ(x1), . . . , ϕ(xn)), . . . , TA(gm)(ϕ(x1), . . . , ϕ(xn))

)
,

so ηRn,A is natural in R
n. It is also bijective since any (a1, . . . , an) ∈ An

defines a homomorphism ϕ : C∞(Rn,R) → A by the prescription ϕ(f) :=
TAf(a1, . . . , an).

Step 2. Let i : U → R
n be the embedding of an open subset. Then the image of

the mapping

Hom(C∞(U,R), A)
(i∗)∗−−−→ Hom(C∞(Rn,R), A)

ηRn,A−−−−→ An

is the set π−1
A,Rn(U) = TA(U) ⊂ An, and (i∗)∗ is injective.

To see this let ϕ ∈ Hom(C∞(U,R), A). By lemma 35.8 kerϕ contains the
ideal of all f vanishing up to some order k at a point x(ϕ) ∈ U ⊆ Rn, and since
ϕ(xi) = xi(ϕ) · 1 + ϕ(xi − xi(ϕ)) we have

πA,Rn(ηRn,A(ϕ ◦ i∗)) = πnA(ϕ(x1), . . . , ϕ(xn)) = x(ϕ) ∈ U.

As in step 1 we see that the mapping

π−1
A,Rn(U) 3 (a1, . . . , an) 7→ (C∞(U,R) 3 f 7→ TA(f)(a1, . . . , an))

is the inverse to ηRn,A ◦ (i∗)∗.

Step 3. The two functors Hom(C∞( ,R), A) and TA : Mf → Set coincide
on all open subsets of Rn’s, so they have to coincide on all manifolds, since
smooth manifolds are exactly the retracts of open subsets of Rn’s by 1.14.1.
Alternatively one may check that the gluing process described in 35.11, step
6, works also for the functor Hom(C∞( ,R), A) and gives a unique manifold
structure on it which is compatible to TAM . �

35.15. Covariant description of Weil functors. Let A be a Weil algebra,
which by 35.5.(2) can be viewed as En/I, a finite dimensional quotient of the
algebra En = C∞0 (Rn,R) of germs at 0 of smooth functions on Rn.

Definition. Let M be a manifold. Two mappings f, g : Rn → M with f(0) =
g(0) = x are said to be I-equivalent, if for all germs h ∈ C∞x (M,R) we have
h ◦ f − h ◦ g ∈ I.

The equivalence class of a mapping f : Rn → M will be denoted by jA(f)
and will be called the A-velocity at 0 of f . Let us denote by JA(M) the set of
all A-velocities on M .
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There is a natural way to extend JA to a functor Mf → Set. For every
smooth mapping f : M → N between manifolds we put JA(f)(jA(g)) := jA(f◦g)
for g ∈ C∞(Rn,M).

Now one can repeat the development of the theory of (n, r)-velocities for the
more general space JA(M) instead of Jk0 (Rn,M) and show that JA(M) is a
smooth fiber bundle over M , associated to a higher order frame bundle. This
development is very similar to the computations done in 35.11 and we will in
fact reduce the whole situation to 35.11 and 35.14 by the following

35.16. Lemma. There is a canonical equivalence

JA(M)→ Hom(C∞(M,R), A),

jA(f) 7→ (C∞(M,R) 3 g 7→ jA(g ◦ f) ∈ A),

which is natural in A and M and a diffeomorphism, so the functor JA :Mf →
FM is equivalent to TA.

Proof. We just have to note that JA(R) = En/I = A. �

Let us state explicitly that a trivial consequence of this lemma is that the Weil
functor determined by the Weil algebra En/Mk+1

n = Jk0 (Rn,R) is the functor
T rn of (n, r)-velocities from 12.8.

35.17. Theorem. Let A and B be Weil algebras. Then we have:

(1) We get the algebra A back from the Weil functor TA by TA(R) = A
with addition +A = TA(+R), multiplication mA = TA(mR) and scalar
multiplication mt = TA(mt) : A→ A.

(2) The natural transformations TA → TB correspond exactly to the algebra
homomorphisms A→ B

Proof. (1) This is obvious. (2) For a natural transformation ϕ : TA → TB its
value ϕR : TA(R) = A→ TB(R) = B is an algebra homomorphisms. The inverse
of this mapping is already described in theorem 35.13.4. �

35.18. The basic facts from the theory of Weil functors are completed by the
following assertion, which will be proved in more general context in 36.13.

Proposition. Given two Weil algebras A and B, the composed functor TA ◦TB
is a Weil functor generated by the tensor product A⊗B.

Corollary. (See also 37.3.) There is a canonical natural equivalence TA ◦TB ∼=
TB ◦ TA generated by the exchange algebra isomorphism A⊗B ∼= B ⊗A.
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36. Product preserving functors

36.1. A covariant functor F : Mf → Mf is said to be product preserving, if
the diagram

F (M1)
F (pr1)←−−−− F (M1 ×M2)

F (pr2)−−−−→ F (M2)

is always a product diagram. Then F (point) = point, by the following argument:

F (point) F (point× point)u F (pr1)
∼= w

F (pr2)
∼= F (point)

point

���
���

��
f1

u

f
44

44
44
46

f2

Each of f1, f , and f2 determines each other uniquely, thus there is only one
mapping f1 : point→ F (point), so the space F (point) is single pointed.

The basic purpose of this section is to prove the following

Theorem. Let F be a product preserving functor together with a natural trans-
formation πF : F → Id such that (F, πF ) satisfies the locality condition 18.3.(i).

Then F = TA for some Weil algebra A.

This will be a special case of much more general results below. The final proof
will be given in 36.12. We will first extract uniquely a sum of Weil algebras from
a product preserving functor, then we will reconstruct the functor from this
algebra under mild conditions.

36.2. We denote the addition and the multiplication on the reals by +,m :
R

2 → R, and for λ ∈ R we let mλ : R→ R be the scalar multiplication by λ and
we also consider the mapping λ : point→ R onto the value λ.

Theorem. Let F : Mf → Mf be a product preserving functor. Then either
F (R) is a point or F (R) is a finite dimensional real commutative and formally real
algebra with operations F (+), F (m), scalar multiplication F (mλ), zero F (0),
and unit F (1), which is called Al(F ). If ϕ : F1 → F2 is a natural transformation
between two such functors, then Al(ϕ) := ϕR : Al(F1) → Al(F2) is an algebra
homomorphism.

Proof. Since F is product preserving, we have F (point) = point. All the laws
for a commutative ring with unit can be formulated by commutative diagrams
of mappings between products of the ring and the point. We do this for the ring
R and apply the product preserving functor F to all these diagrams, so we get
the laws for the commutative ring F (R) with unit F (1) with the exception of
F (0) 6= F (1) which we will check later for the case F (R) 6= point. Addition F (+)
and multiplication F (m) are morphisms in Mf , thus smooth and continuous.
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For λ ∈ R the mapping F (mλ) : F (R)→ F (R) equals multiplication with the
element F (λ) ∈ F (R), since the following diagram commutes:

F (R)

u∼=
AAAAAAAAAAAC

F (mλ)

F (R)× point w
Id×F (λ)

u∼=
F (R)× F (R) w F (R)

F (R× point) w
F (Id×λ)

F (R× R)
''

''')
F (m)

We may investigate now the difference between F (R) = point and F (R) 6= point.
In the latter case for λ 6= 0 we have F (λ) 6= F (0) since multiplication by F (λ)
equals F (mλ) which is a diffeomorphism for λ 6= 0 and factors over a one pointed
space for λ = 0. So for F (R) 6= point which we assume from now on, the group
homomorphism λ 7→ F (λ) from R into F (R) is actually injective.

In order to show that the scalar multiplication λ 7→ F (mλ) induces a contin-
uous mapping R× F (R)→ F (R) it suffices to show that R→ F (R), λ 7→ F (λ),
is continuous.

(F (R), F (+), F (m−1), F (0)) is a commutative Lie group and is second count-
able as a manifold since F (R) ∈ Mf . We consider the exponential mapping
exp : L → F (R) from the Lie algebra L into this group. Then exp(L) is
an open subgroup of F (R), the connected component of the identity. Since
{F (λ) : λ ∈ R} is a subgroup of F (R), if F (λ) /∈ exp(L) for all λ 6= 0, then
F (R)/ exp(L) is a discrete uncountable subgroup, so F (R) has uncountably many
connected components, in contradiction to F (R) ∈ Mf . So there is λ0 6= 0 in
R and v0 6= 0 in L such that F (λ0) = exp(v0). For each v ∈ L and r ∈ N,
hence r ∈ Q, we have F (mr) exp(v) = exp(rv). Now we claim that for any
sequence λn → λ in R we have F (λn) → F (λ) in F (R). If not then there is a
sequence λn → λ in R such that F (λn) ∈ F (R) \U for some neighborhood U of
F (λ) in F (R), and by considering a suitable subsequence we may also assume
that 2n

2
(λn+1 − λ) is bounded. By lemma 36.3 below there is a C∞-function

f : R→ R with f(λ0
2n ) = λn and f(0) = λ. Then we have

F (λn) = F (f)F (m2−n)F (λ0) = F (f)F (m2−n) exp(v0) =

= F (f) exp(2−nv0)→ F (f) exp(0) = F (f(0)) = F (λ),

contrary to the assumption that F (λn) /∈ U for all n. So λ 7→ F (λ) is a contin-
uous mapping R → F (R), and F (R) with its manifold topology is a real finite
dimensional commutative algebra, which we will denote by Al(F ) from now on.

The evaluation mapping evIdR : Hom(C∞(R,R),Al(F )) → Al(F ) is bijective
since it has the right inverse x 7→ (C∞(R,R) 3 f 7→ F (f)x). But by 35.7 the
evaluation map has values in the Weil part W (Al(F )) of Al(F ), so the algebra
Al(F ) is generated by its idempotent and nilpotent elements and has to be
formally real, a direct sum of Weil algebras by 35.1. �
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Remark. In the case of product preserving bundle functors the smoothness of
λ 7→ F (λ) is a special case of the regularity proved in 20.7. In fact one may also
conclude that F (R) is a smooth algebra by the results from [Montgomery-Zippin,
55], cited in 5.10.

36.3. Lemma. [Kriegl, 82] Let λn → λ in R, let tn ∈ R, tn > 0, tn → 0 strictly
monotone, such that {

λn − λn+1

(tn − tn+1)k
, n ∈ N

}
is bounded for all k. Then there is a C∞-function f : R → R with f(tn) = λn
and f(0) = λ such that f is flat at each tn.

Proof. Let ϕ ∈ C∞(R,R), ϕ = 0 near 0, ϕ = 1 near 1, and 0 ≤ ϕ ≤ 1 elsewhere.
Then we put

f(t) =


λ for t ≤ 0,

ϕ

(
t− tn+1

tn − tn+1

)
(λn − λn+1) + λn+1 for tn+1 ≤ t ≤ tn,

λ1 for t1 ≤ t,

and one may check by estimating the left and right derivatives at all tn that f
is smooth. �

36.4. Product preserving functors without Weil algebras. Let F :
Mf → Mf be a functor with preserves products and assume that it has
the property that F (R) = point. Then clearly F (Rn) = F (R)n = point and
F (M) = point for each smoothly contractible manifold M . Moreover we have:

Lemma. Let f0, f1 : M → N be homotopic smooth mappings, let F be as
above. Then F (f0) = F (f1) : F (M)→ F (N).

Proof. A continuous homotopy h : M×[0, 1]→ N between f0 and f1 may first be
reparameterized in such a way that h(x, t) = f0(x) for t < ε and h(x, t) = f1(x)
for 1 − ε < t, for some ε > 0. Then we may approximate h by a smooth
mapping without changing the endpoints f0 and f1. So finally we may assume
that there is a smooth h : M ×R→ N such that h ◦ insi = fi for i = 0, 1 where
inst : M →M × R is given by inst(x) = (x, t). Since

F (M) F (M × R)u F (pr1)
w

F (pr2)
F (R)

F (M)× point point

is a product diagram we see that F (pr1) = IdF (M). Since pr1 ◦ inst = IdM we
get also F (inst) = IdF (M) and thus F (f0) = F (h) ◦ F (ins0) = F (h) ◦ F (ins1) =
F (f1). �
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Examples. For a manifold M let M =
⋃
Mα be the disjoint union of its con-

nected components and put H̃1(M) :=
⋃
αH1(Mα;R), using singular homology

with real coefficients, for example. If M is compact, H̃1(M) ∈ Mf and H̃1 be-
comes a product preserving functor from the category of all compact manifolds
into Mf without a Weil algebra.

For a connected manifold M the singular homology group H1(M,Z) with
integer coefficients is a countable discrete set, since it is the abelization of the
fundamental group π1(M), which is a countable group for a separable connected
manifold. Then again by the Künneth theorem H1( ;Z) is a product preserv-
ing functor from the category of connected manifolds into Mf without a Weil
algebra.

More generally let K be a finite CW -complex and let [K,M ] denote the
discrete set of all (free) homotopy classes of continuous mappings K → M ,
where M is a manifold. Algebraic topology tells us that this is a countable set.
Clearly [K, ] then defines a product preserving functor without a Weil algebra.
Since we may take the product of such functors with other product preserving
functors we see, that the Weil algebra does not determine the functor at all. For
conditions which exclude such behaviour see theorem 36.8 below.

36.5. Convention. Let A = A1⊕· · ·⊕Ak be a formally real finite dimensional
commutative algebra with its decomposition into Weil algebras. In this section
we will need the product preserving functor TA := TA1 × . . . × TAk : Mf →
Mf which is given by TA(M) := TA1(M) × . . . × TAk(M). Then 35.13.1 for
TA has to be modified as follows: πA,M : TAM → Mk is a fiber bundle. All
other conclusions of theorem 35.13 remain valid for this functor, since they are
preserved by the product, with exception of 35.13.3, which holds for connected
manifolds only now. Theorem 35.14 remains true, but the covariant description
(we will not use it in this section) 35.15 and 35.16 needs some modification.

36.6. Lemma. Let F :Mf →Mf be a product preserving functor. Then the
mapping

χF,M : F (M)→ Hom(C∞(M,R),Al(F )) = TAl(F )M

χF,M (x)(f) := F (f)(x),

is smooth and natural in F and M .

Proof. Naturality in F and M is obvious. To show that χ is smooth is more
difficult. To simplify the notation we let Al(F ) =: A = A1 ⊕ · · · ⊕ Ak be the
decomposition of the formally real algebra Al(F ) into Weil algebras.

Let h = (h1, . . . , hn) : M → R
n be a closed embedding into some high

dimensional Rn. By theorem 35.13.2 the mapping TA(h) : TAM → TAR
n is also

a closed embedding. By theorem 35.14, step 1 of the proof (and by reordering the
product), the mapping ηRn,A : Hom(C∞(Rn,R), A)→ An is given by ηRn,A(ϕ) =
(ϕ(xi))ni=1, where (xi) are the standard coordinate functions on Rn. We have
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F (Rn) ∼= F (R)n ∼= An ∼= TA(Rn). Now we consider the commuting diagram

F (M)

u
χF,M

Hom(C∞(M,R), A) w
ηM,A

u
(h∗)∗

TA(M)

u
TA(h)

Hom(C∞(Rn,R), A) w
ηRn,A

TA(Rn) F (Rn)

For z ∈ F (M) we have

(ηRn,A ◦ (h∗)∗ ◦ χF,M )(z) = ηRn,A(χF,M (z) ◦ h∗)
=
(
χF,M (z)(x1 ◦ h), . . . , χF,M (z)(xn ◦ h)

)
=
(
χF,M (z)(h1), . . . , χF,M (z)(hn)

)
=
(
F (h1)(z), . . . , F (hn)(z)

)
= F (h)(z).

This is smooth in z ∈ F (M). Since ηM,A is a diffeomorphism and TA(h) is a
closed embedding, χF,M is smooth as required. �

36.7. The universal covering of a product preserving functor. Let
F : Mf → Mf be a product preserving functor. We will construct another
product preserving functor as follows. For any manifold M we choose a universal
cover qM : M̃ →M (over each connected component ofM separately), and we let
π1(M) denote the group of deck transformations of M̃ →M , which is isomorphic
to the product of all fundamental groups of the connected components of M . It
is easy to see that π1(M) acts strictly discontinuously on TA(M̃), and by lemma
36.6 therefore also on F (M̃). So the orbit space

F̃ (M) := F (M̃)/π1(M)

is a smooth manifold. For f : M1 →M2 we choose any smooth lift f̃ : M̃1 → M̃2,
which is unique up to composition with elements of π1(Mi). Then F f̃ factors
as follows:

F (M̃1) w
F (f̃)

u

F (M̃2)

u
F̃ (M) w

F̃ (f)
F̃ (M2).

The resulting smooth mapping F̃ (f) does not depend on the choice of the lift
f̃ . So we get a functor F̃ : Mf → Mf and a natural transformation q = qF :
F̃ → F , induced by F (qM ) : F (M̃)→ F (M), which is a covering mapping. This
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functor F̃ is again product preserving, because we may choose (M1 ×M2)∼ =
M̃1 × M̃2 and π1(M1 ×M2) = π1(M1)× π1(M2), thus

F̃ (M1 ×M2) = F ((M1 ×M2)∼)/π1(M1 ×M2) =

= F (M̃1)/π1(M1)× F (M̃2)/π1(M2) = F̃ (M1)× F̃ (M2).

Note finally that T̃A 6= TA if A is sum of at least two Weil algebras. As an exam-
ple consider A = R⊕ R, then TA(M) = M ×M , but T̃A(S1) = R

2/Z(2π, 2π) ∼=
S1 × R.

36.8. Theorem. Let F be a product preserving functor.

(1) If M is connected, then there exists a unique smooth mapping ψF,M :
T̃Al(F )(M) → F (M) which is natural in F and M and satisfies χF,M ◦
ψF,M = qTAl(F ),M :

T̃Al(F )(M) w
ψF,Mhhhjq

F (M)
'
'
'*

χF,M

TAl(F )(M).

(2) If F maps embeddings to injective mappings, then χF,M : F (M) →
TAl(F )(M) is injective for all manifolds M , and it is a diffeomorphism for
connected M .

(3) If M is connected and ψF,M is surjective, then χF,M and ψF,M are cov-
ering mappings.

Remarks. Condition (2) singles out the functors of the form TA among all
product preserving functors. Condition (3) singles the coverings of the TA’s. A
product preserving functor satisfying condition (3) will be called weakly local .

Proof. We let Al(F ) =: A = A1⊕ · · · ⊕Ak be the decomposition of the formally
real algebra Al(F ) into Weil algebras. We start with a

Sublemma. If M is connected then χF,M is surjective and near each ϕ ∈
Hom(C∞(M,R), A) = TA(M) there is a smooth local section of χF,M .

Let ϕ = ϕ1 + · · ·+ϕk for ϕi ∈ Hom(C∞(M,R), Ai). Then by lemma 35.8 for
each i there is exactly one point xi ∈M such that ϕi(f) depends only on a finite
jet of f at xi. Since M is connected there is a smoothly contractible open set
U in M containing all xi. Let g : Rm → M be a diffeomorphism onto U . Then
(g∗)∗ : Hom(C∞(Rm,R), A)→ Hom(C∞(M,R), A) is an embedding of an open
neighborhood of ϕ, so there is ϕ̄ ∈ Hom(C∞(Rm,R), A) depending smoothly on
ϕ such that (g∗)∗(ϕ̄) = ϕ. Now we consider the mapping

Hom(C∞(Rm,R), A)
ηRm−−−→ TA(Rm) ∼= F (Rm)

F (g)−−−→
F (g)−−−→ F (M)

χM−−→ Hom(C∞(M,R), A).
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We have (χM ◦ F (g) ◦ ηRm)(ϕ̄) = ((g∗)∗ ◦ χRm ◦ ηRm)(ϕ̄) = (g∗)∗(ϕ̄) = ϕ,
since it follows from lemma 36.6 that χRm ◦ ηRm = Id. So the mapping sU :=
F (g) ◦ ηRm ◦ (g∗∗)−1 : TAU → F (M) is a smooth local section of χM defined
near ϕ. We may also write sU = F (iU ) ◦ (χF,U )−1 : TAU → F (M), since for
contractible U the mapping χF,U is clearly a diffeomorphism. So the sublemma
is proved.

(1) Now we start with the construction of ψF,M . We note first that it suffices
to construct ψF,M for simply connected M because then we may induce it for
not simply connected M using the following diagram and naturality.

T̃A(M̃) TAM̃ w
ψF,M̃

u

F (M̃)

u
T̃A(M) w

ψF,M
F (M).

Furthermore it suffices to construct ψF,M for high dimensional M since then we
have

T̃A(M × R) w
ψF,M×R

u

F (M × R)

u
T̃A(M)× F (R) w

ψF,M × IdF (R)
F (M)× F (R).

So we may assume that M is connected, simply connected and of high dimension.
For any contractible subset U of M we consider the local section sU of χF,M
constructed in the sublemma and we just put ψF,M (ϕ) := sU (ϕ) for ϕ ∈ TAU ⊂
TAM . We have to show that ψF,M is well defined. So we consider contractible
U and U ′ in M with ϕ ∈ TA(U ∩ U ′). If π(ϕ) = (x1, . . . , xk) ∈ Mk as in
the sublemma, this means that x1, . . . , xk ∈ U ∩ U ′. We claim that there are
contractible open subsets V , V ′, and W of M such that x1, . . . , xk ∈ V ∩ V ′ ∩
W and that V ⊂ U ∩ W and V ′ ⊂ U ′ ∩ W . Then by the naturality of χ
we have sU (ϕ) = sV (ϕ) = sW (ϕ) = sV ′(ϕ) = sU ′(ϕ) as required. For the
existence of these sets we choose an embedding H : R2 → M such that c(t) =
H(t, sin t) ∈ U , c′(t) = H(t,− sin t) ∈ U ′ and H(2πj, 0) = xj for j = 1, . . . , k.
This embedding exists by the following argument. We connect the points by
a smooth curve in U and a smooth curve in U ′, then we choose a homotopy
between these two curves fixing the xj ’s, and we approximate the homotopy by
an embedding, using transversality, again fixing the xj ’s. For this approximation
we need dimM ≥ 5, see [Hirsch, 76, chapter 3]. Then V , V ′, and W are just
small tubular neighborhoods of c, c′, and H.

(2) Since a manifold M has at most countably many connected components,
there is an embedding I : M → R

n for some n. Then from

F (M) v w
F (i)

u
χF,M

F (Rn)

u
∼= χF,Rn

TA(M) w
TA(i)

TA(Rn),
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lemma 36.6, and the assumption it follows that χF,M is injective. If M is fur-
thermore connected then the sublemma implies furthermore that χF,M is a dif-
feomorphism.

(3) Since χ◦ψ = q, and since q is a covering map and ψ is surjective, it follows
that both χ and ψ are covering maps. �

In the example F = TR⊕R considered at the end of 36.7 we get that ψF,S1 :
F̃ (S1) = R

2/Z(2π, 2π) → F (S1) = S1 × S1 = R
2/(Z(2π, 0) × Z(0, 2π)) is the

covering mapping induced from the injection Z(2π, 2π)→ Z(2π, 0)× Z(0, 2π).

36.9. Now we will determine all weakly local product preserving functors F on
the category conMf of all connected manifolds with Al(F ) equal to some given
formally real finite dimensional algebra A with k Weil components. Let F be
such a functor.

For a connected manifold M we define C(M) by the following transversal
pullback:

C(M) w

u

F (M)

u
TRk(M) Mk w0 TAM,

where 0 is the natural transformation induced by the inclusion of the subalgebra
R
k generated by all idempotents into A.
Now we consider the following diagram: In it every square is a pullback, and

each vertical mapping is a covering mapping, if F is weakly local, by theorem
36.8.

M̃k w0

u

TAM̃

u
M̃k/π1(M) w

u

T̃A(M)

u
ψ

C(M) w

u

F (M)

u
χ

Mk w TA(M).

Thus F (M) = TA(M̃)/G, where G is the group of deck transformations of
the covering C(M) → M̃k, a subgroup of π1(M)k containing π1(M) (with its
diagonal action on M̃k). Here g = (g1, . . . , gk) ∈ π1(M)k acts on TA(M̃) =
TA1(M̃)× . . .× TAk(M̃) via TA1(g1)× . . .× TAk(gk). So we have proved

36.10. Theorem. A weakly local product preserving functor F on the cat-
egory conMf of all connected manifolds is uniquely determined by specifying
a formally real finite dimensional algebra A = Al(F ) and a product preserving
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functor G : conMf → Groups satisfying π1 ⊆ G ⊆ πk1 , where π1 is the funda-
mental group functor, sitting as diagonal in πk1 , and where k is the number of
Weil components of A.

The statement of this theorem is not completely rigorous, since π1 depends
on the choice of a base point.

36.11. Corollary. On the category of simply connected manifolds a weakly
local product preserving functor is completely determined by its algebra A =
Al(F ) and coincides with TA.

If the algebra Al(F ) = A of a weakly local functor F is a Weil algebra (the
unit is the only idempotent), then F = TA on the category conMf of connected
manifolds. In particular F is a bundle functor and is local in the sense of 18.3.(i).

36.12. Proof of theorem 36.1. Using the assumptions we may conclude that
πF,M : F (M) → M is a fiber bundle for each M ∈ Mf , using 20.3, 20.7, and
20.8. Moreover for an embedding iU : U →M of an open subset F (iU ) : F (U)→
F (M) is the embedding onto F (M)|U = π−1

F,M (U). Let A = Al(F ). Then A can
have only one idempotent, for even the bundle functor pr1 : M ×M →M is not
local. So A is a Weil algebra.

By corollary 36.11 we have F = TA on connected manifolds. Since F is local,
it is fully determined by its values on smoothly contractible manifolds, i.e. all
R
m’s. �

36.13. Lemma. For product preserving functors F1 and F2 on Mf we have
Al(F2 ◦ F1) = Al(F1)⊗Al(F2) naturally in F1 and F2.

Proof. Let B be a real basis for Al(F1). Then

Al(F2 ◦ F1) = F2(F1(R)) = F2(
∏
b∈B

R · b) ∼=
∏
b∈B

F2(R) · b,

so the formula holds for the underlying vector spaces. Now we express the
multiplication F1(m) : Al(F1) × Al(F1) → Al(F1) in terms of the basis: bibj =∑
k c

k
ijbk, and we use

F2(F1(m)) = (F1(m)∗)∗ : Hom(C∞(Al(F1)×Al(F1),R),Al(F2))→
→ Hom(C∞(Al(F1),R),Al(F2))

to see that the formula holds also for the multiplication. �

Remark. We chose the order Al(F1) ⊗ Al(F2) so that the elements of Al(F2)
stand on the right hand side. This coincides with the usual convention for writing
an atlas for the second tangent bundle and will be essential for the formalism
developed in section 37 below.

36.14. Product preserving functors on not connected manifolds. Let
F be a product preserving functorMf →Mf . For simplicity’s sake we assume
that F maps embeddings to injective mappings, so that on connected manifolds
it coincides with TA where A = Al(F ). For a general manifold we have TA(M) ∼=
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Hom(C∞(M,R), A), but this is not the unique extension of F |conMf to Mf ,
as the following example shows: Consider Pk(M) = M × . . . ×M (k times),
given by the product of Weil algebras Rk. Now let P ck (M) =

⊔
α Pk(Mα) be the

disjoint union of all Pk(Mα) where Mα runs though all connected components
of M . Then P ck is a different extension of Pk|conMf to Mf .

Let us assume now that A = Al(F ) is a direct sum on k Weil algebras,
A = A1 ⊕ · · · ⊕ Ak and let π : TA → Pk be the natural transformation induced
by the projection on the subalgebra Rk generated by all idempotents. Then also
F c(M) = π−1(P ck (M)) ⊂ TA(M) is an extension of F |conMf to Mf which
differs from TA. Clearly we have F c(M) =

⊔
α F (Mα) where the disjoint union

runs again over all connected components of M .

Proposition. Any product preserving functor F : Mf → Mf which maps
embeddings to injective mappings is of the form F = Gc1 × . . .×Gcn for product
preserving functors Gi which also map embeddings to injective mappings.

Proof. Let again Al(F ) = A = A1 ⊕ · · · ⊕ Ak be the decomposition into Weil
algebras. We conclude from 36.8.2 that χF,M : F (M) → TA(M) is injective for
each manifold M . We have to show that the set {1, . . . , k} can be divided into
equivalence classes I1, . . . , In such that F (M) ⊆ TA(M) is the inverse image
under π : TA(M)→ Pk(M) of the union of all N1 × . . .×Nk where the Ni run
through all connected components of M in such a way that i, j ∈ Ir for some r
implies that Ni = Nj . Then each Ir gives rise to Gcr = T c⊕

i∈Ir Ai
.

To find the equivalence classes we consider X = {1, . . . , k} as a discrete man-
ifold and consider F (X) ⊆ TA(X) = Xk. Choose an element i = (i1, . . . , ik) ∈
F (X) with maximal number of distinct members. The classes Ir will then be
the non-empty sets of the form {s : is = j} for 1 ≤ j ≤ k. Let n be the number
of different classes.

Now let D be a discrete manifold. Then the claim says that

F (D) = {(d1, . . . , dk) ∈ Dk : s, t ∈ Ir implies ds = dt for all r}.

Suppose not, then there exist d = (d1, . . . , dk) ∈ F (D) and r, s, t with s, t ∈ Ir
and ds 6= dt. So among the pairs (i1, d1), . . . , (ik, dk) there are at least n + 1
distinct ones. Let f : X × D → X be any function mapping those pairs to
1, . . . , n + 1. Then F (f)(i, d) = (f(i1, d1), . . . , f(ik, dk)) ∈ F (X) has at least
n + 1 distinct members, contradicting the maximality of n. This proves the
claim for D and also F (Rm × D) = Am × F (D) is of the right form since the
connected components of Rm ×D correspond to the points of D.

Now let M be any manifold, let p : M → π0(M) be the projection of M
onto the (discrete) set of its connected components. For a ∈ F (M) the value
F (p)(a) ∈ F (π0(M)) just classifies the connected component of Pk(M) over
which a lies, and this component of Pk(M) must be of the right form. Let
x1, . . . , xk ∈ M such s, t ∈ Ir implies that xs and xt are in the same connected
component Mr, say, for all r. The proof will be finished if we can show that the
fiber π−1(x1, . . . , xk) ⊂ TA(M) is contained in F (M) ⊂ TA(M). Let m = dimM
(or the maximum of dimMi for 1 ≤ i ≤ n if M is not a pure manifold) and let
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N = R
m × {1, . . . , n}. We choose y1, . . . , yk ∈ N and a smooth mapping g :

N →M with g(yi) = xi which is a diffeomorphism onto an open neighborhood
of the xi (a submersion for non pure M). Then clearly TA(g)(π−1(y1, . . . , yk)) =
π−1(x1, . . . , xk), and from the last step of the proof we know that F (N) contains
π−1(y1, . . . , yk). So the result follows. �

By theorem 36.10 we know the minimal data to reconstruct the action of F
on connected manifolds. For a not connected manifold M we first consider the
surjective mapping M → π0(M) onto the space of connected components of M .
Since π0(M) ∈ Mf , the functor F acts on this discrete set. Since F is weakly
local and maps points to points, F (π0(M)) is again discrete. This gives us a
product preserving functor F0 on the category of countable discrete sets.

If conversely we are given a product preserving functor F0 on the category of
countable discrete sets, a formally real finite dimensional algebra A consisting
of k Weil parts, and a product preserving functor G : conMf → groups with
π1 ⊆ G ⊆ πk1 , then clearly one can construct a unique product preserving weakly
local functor F :Mf →Mf fitting these data.

37. Examples and applications

37.1. The tangent bundle functor. The tangent mappings of the algebra
structural mappings of R are given by

TR = R
2,

T (+)(a, a′)(b, b′) = (a+ b, a′ + b′),

T (m)(a, a′)(b, b′) = (ab, ab′ + a′b),

T (mλ)(a, a′) = (λa, λa′).

So the Weil algebra TR = Al(T ) =: D is the algebra generated by 1 and δ with
δ2 = 0. It is sometimes called the algebra of dual numbers or also of Study
numbers. It is also the truncated polynomial algebra of order 1 on R. We will
write (a+ a′δ)(b+ b′δ) = ab+ (ab′ + a′b)δ for the multiplication in TR.

By 35.17 we can now determine all natural transformations over the category
Mf between the following functors.

(1) The natural transformations T → T consist of all fiber scalar multipli-
cations mλ for λ ∈ R, which act on TR by mλ(1) = 1 and mλ(δ) = λ.δ.

(2) The projection π : T → IdMf is the only natural transformation.

37.2. Lemma. Let F : Mf →Mf be a multiplicative functor, which is also
a natural vector bundle over IdMf in the sense of 6.14, then F (M) = V ⊗ TM
for a finite dimensional vector space V with fiberwise tensor product. Moreover
for the space of natural transformations between two such functors we have
Nat(V ⊗ T,W ⊗ T ) = L(V,W ).

Proof. A natural vector bundle is local, so by theorem 36.1 it coincides with
TA, where A is its Weil algebra. But by theorem 35.13.(1) TA is a natural
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vector bundle if and only if the nilideal of A = F (R) is nilpotent of order
2, so A = F (R) = R · 1 ⊕ V , where the multiplication on V is 0. Then by
construction 35.11 we have F (M) = V ⊗ TM . Finally by 35.17.(2) we have
Nat(V ⊗ T,W ⊗ T ) = Hom(R · 1⊕ V,R · 1⊕W ) ∼= L(V,W ). �

37.3. The most important natural transformations. Let F , F1, and F2

be multiplicative bundle functors (Weil functors by theorem 36.1) with Weil
algebras A = R ⊕ N , A1 = R ⊕ N1, and A2 = R ⊕ N2 where the N ’s denote
the maximal nilpotent ideals. We will denote by N(F ) the nilpotent ideal in the
Weil algebra of a general functor F . By 36.13 we have Al(F2 ◦ F1) = A1 ⊗ A2.
Using this and 35.17 we define the following natural transformations:

(1) The projections π1 : F1 → Id, π2 : F2 → Id induced by (λ.1 + n) 7→
λ ∈ R. In general we will write πF : F → Id. Thus we have also
F2π1 : F2 ◦ F1 → F2 and π2F1 : F2 ◦ F1 → F1.

(2) The zero sections 01 : Id → F1 and 02 : Id → F2 induced by R → A1,
λ 7→ λ.1. Then we have F201 : F2 → F2 ◦ F1 and 02F1 : F1 → F2 ◦ F1.

(3) The isomorphism A1⊗A2
∼= A2⊗A1, given by a1⊗a2 7→ a2⊗a1 induces

the canonical flip mapping κF1,F2 = κ : F2 ◦ F1 → F1 ◦ F2. We have
κF1,F2 = κ−1

F2,F1
.

(4) The multiplication m in A is a homomorphism A⊗A→ A which induces
a natural transformation µ = µF : F ◦ F → F .

(5) Clearly the Weil algebra of the product F1 ×Id F2 in the category of
bundle functors is given by R.1⊕N1 ⊕N2. We consider the two natural
transformations

(π2F1, F2π1), 0F1×IdF2 ◦ πF2◦F1 : F2 ◦ F1 → (F1 ×Id F2).

The equalizer of these two transformations will be denoted by vl : F2 ∗
F1 → F2 ◦ F1 and will be called the vertical lift. At the level of Weil
algebras one checks that the Weil algebra of F2 ∗ F1 is given by R.1 ⊕
(N1 ⊗N2).

(6) The canonical flip κ factors to a natural transformation κF2∗F1 : F2∗F1 →
F1 ∗ F2 with vl ◦ κF2∗F1 = κF2,F1 ◦ vl.

(7) The multiplication µ induces a natural transformation µ◦vl : F ∗F → F .

It is clear that κ expresses the symmetry of higher derivatives. We will see that
the vertical lift vl expresses linearity of differentiation.

The reader is advised to work out the Weil algebra side of all these natural
transformations.

37.4. The second tangent bundle. In the setting of 35.5 we let F1 = F2 = T
be the tangent bundle functor, and we let T 2 = T ◦ T be the second tangent
bundle. Its Weil algebra is D2 := Al(T 2) = D ⊗ D = R

4 with generators
1, δ1, and δ2 and with relations δ2

1 = δ2
2 = 0. Then (1, δ1; δ2, δ1δ2) is the

standard basis of R4 = T 2
R in the usual description, which we also used in 6.12.

From the list of natural transformations in 37.1 we get πT : (δ1, δ2) 7→ (δ, 0),
Tπ : (δ1, δ2) 7→ (0, δ), and µ = + ◦ (πT, Tπ) : T 2 → T, (δ1, δ2) 7→ (δ, δ). Then we
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have T ∗ T = T , since N(T ) ⊗N(T ) = N(T ), and the natural transformations
from 37.3 have the following form:

κ : T 2 → T 2,

κ(a1 + x1δ1 + x2δ2 + x3δ1δ2) = a1 + x2δ1 + x1δ2 + x3δ1δ2.

vl : T → T 2, vl(a1 + xδ) = a1 + xδ1δ2.

mλT : T 2 → T 2,

mλT (a1 + x1δ1 + x2δ2 + x3δ1δ2) = a1 + x1δ1 + λx2δ2 + λx3δ1δ2.

Tmλ : T 2 → T 2,

Tmλ(a1 + x1δ1 + x2δ2 + x3δ1δ2) = a1 + λx1δ1 + x2δ2 + λx3δ1δ2.

(+T ) : T 2 ×T T 2 → T 2,

(+T )((a1 + x1δ1 + x2δ2 + x3δ1δ2), (a1 + x1δ1 + y2δ2 + y3δ1δ2)) =

= a1 + x1δ1 + (x2 + y2)δ2 + (x3 + y3)δ1δ2.

(T+)((a1 + x1δ1 + x2δ2 + x3δ1δ2), (a1 + y1δ1 + x2δ2 + y3δ1δ2)) =

= a1 + (x1 + y1)δ1 + x2δ2 + (x3 + y3)δ1δ2.

The space of all natural transformations Nat(T, T 2) ∼= Hom(D,D2) turns out to
be the real algebraic variety R2∪RR2 consisting of all homomorphisms δ 7→ x1δ1+
x2δ2 +x3δ1δ2 with x1x2 = 0, since δ2 = 0. The homomorphism δ 7→ xδ1 + yδ1δ2
corresponds to the natural transformation (+T ) ◦ (vl ◦ my, 0T ◦ mx), and the
homomorphism δ 7→ xδ2 +yδ1δ2 corresponds to (T+)◦(vl◦my, T0◦mx). So any
element in Nat(T, T 2) can be expressed in terms of the natural transformations
{0T, T0, (T+), (+T ), Tπ, πT, vl,mλ for λ ∈ R}.

Similarly Nat(T 2, T 2) ∼= Hom(D2,D2) turns out to be the real algebraic vari-
ety (R2 ∪R R2)× (R2 ∪R R2) consisting of all(

δ1
δ2

)
7→
(
x1δ1 + x2δ2 + x3δ1δ2
y1δ1 + y2δ2 + y3δ1δ2

)
with x1x2 = y1y2 = 0. Again any element of Nat(T 2, T 2) can be written in
terms of {0T, T0, (T+), (+T ), Tπ, πT, κ,mλT, Tmλ for λ ∈ R}. If for example
x2 = y1 = 0 then the corresponding transformation is

(+T ) ◦ (my2T ◦ Tmx1 , (T+) ◦ (vl ◦+ ◦ (mx3 ◦ πT,my3 ◦ Tπ), 0T ◦mx1 ◦ πT )).

Note also the relations Tπ ◦ κ = πT , κ ◦ (T+) = (+T ) ◦ (κ × κ), κ ◦ vl = vl,
κ◦Tmλ = mλT ; so κ interchanges the two vector bundle structures on T 2 → T ,
namely ((+T ),mλT, πT ) and ((T+), Tmλ, Tπ), and vl : T → T 2 is linear for
both of them. The reader is advised now to have again a look at 6.12.

37.5. In the situation of 37.3 we let now F1 = F be a general Weil functor and
F2 = T . So we consider T ◦F which is isomorphic to F ◦ T via κF,T . In general
we have (F1×Id F2) ∗F = F1 ∗F ×Id F2 ∗F , so + : T ×Id T → T induces a fiber
addition (+ ∗ F ) : T ∗ F ×Id T ∗ F → T ∗ F , and mλ ∗ F : T ∗ F → T ∗ F is a
fiber scalar multiplication. So T ∗ F is a vector bundle functor on the category
Mf which can be described in terms of lemma 37.2 as follows.
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Lemma. In the notation of lemma 37.2 we have T ∗ F ∼= N̄ ⊗ T , where N̄ is
the underlying vector spaces of the nilradical N(F ) of F .

Proof. The Weil algebra of T ∗ F is R.1⊕ (N(F )⊗N(T )) by 37.3.(5). We have
N(F ) ⊗ N(T ) = N(F ) ⊗ R.δ = N̄ as vector space, and the multiplication on
N(F )⊗N(T ) is zero. �

37.6. Sections and expansions. For a Weil functor F with Weil algebra
A = R.1⊕N and for a manifold M we denote by XF (M) the space of all smooth
sections of πF,M : F (M) → M . Note that this space is infinite dimensional in
general. Recall from theorem 35.14 that

F (M) = TA(M)
ηM,A←−−− Hom(C∞(M,R), A)

is an isomorphism. For f ∈ C∞(M,R) we can decompose F (f) = TA(f) :
F (M)→ F (R) = A = R.1⊕N into

F (f) = TA(f) = (f ◦ π)⊕N(f),

N(f) : F (M)→ N.

Lemma.

(1) Each Xx ∈ F (M)x = π−1(x) for x ∈M defines an R-linear mapping

DXx : C∞(M,R)→ N,

DXx(f) := N(f)(Xx) = F (f)(Xx)− f(x).1,

which satisfies

DXx(f.g) = DXx(f).g(x) + f(x).DXx(g) +DXx(f).DXx(g).

We call this the expansion property at x ∈M .
(2) Each R-linear mapping ξ : C∞(M,R)→ N which satisfies the expansion

property at x ∈M is of the form ξ = DXx for a unique Xx ∈ F (M)x.
(3) The R-linear mappings ξ : C∞(M,R) → C∞(M,N) = N ⊗ C∞(M,R)

which have the expansion property

(a) ξ(f.g) = ξ(f).g + f.ξ(g) + ξ(f).ξ(g), f, g ∈ C∞(M,R),

are exactly those induced (via 1 and 2) by the smooth sections of π :
F (M)→M .

Linear mappings satisfying the expansion property 1 will be called expansions:
if N is generated by δ with δk+1 = 0, so that F (M) = Jk0 (R,M), then these
are parametrized Taylor expansions of f to order k (applied to a k-jet of a
curve through each point). For X ∈ XF (M) we will write DX : C∞(M,R) →
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C∞(M,N) = N⊗C∞(M,R) for the expansion induced by X. Note the defining
equation

F (f) ◦X = f.1 +DX(f) = (f.1, DX(f)) or(b)

f(x).1 +DX(f)(x) = F (f)(X(x)) = η−1
M,A(X(x))(f).

Proof. (1) and (2). For ϕ ∈ Hom(C∞(M,R), A) = F (M) we consider the foot
point π(ηM,A(ϕ)) = ηM,R(π(ϕ)) = x ∈ M and ηM,A(ϕ) = Xx ∈ F (M)x. Then
we have ϕ(f) = TA(f)(Xx) and the expansion property for DXx is equivalent to
ϕ(f.g) = ϕ(f).ϕ(g).

(3) For each x ∈M the mapping f 7→ ξ(f)(x) ∈ N is of the form DX(x) for a
unique X(x) ∈ F (M)x by 1 and 2, and clearly X : M → F (M) is smooth. �

37.7. Theorem. Let F be a Weil functor with Weil algebra A = R.1 ⊕ N .
Using the natural transformations from 37.3 we have:

(1) XF (M) is a group with multiplication X�Y = µF ◦F (Y )◦X and identity
0F .

(2) XT∗F (M) is a Lie algebra with bracket induced from the usual Lie bracket
on XT (M) and the multiplication m : N×N → N by [a⊗X, b⊗Y ]T∗F =
a.b⊗ [X,Y ].

(3) There is a bijective mapping exp : XT∗F (M)→ XF (M) which expresses
the multiplication � by the Baker-Campbell-Hausdorff formula.

(4) The multiplication �, the Lie bracket [ , ]T∗F , and exp are natural
in F (with respect to natural operators) and M (with respect to local
diffeomorphisms).

Remark. If F = T , then XT (M) is the space of all vector fields on M , the
multiplication is X � Y = X + Y , and the bracket is [X,Y ]T∗T = 0, and exp is
the identity. So the multiplication in (1), which is commutative only if F is a
natural vector bundle, generalizes the linear structure on X(M).

37.8. For the proof of theorem 37.7 we need some preparation. If a ∈ N and
X ∈ X(M) is a smooth vector field on M , then by lemma 37.5 we have a⊗X ∈
XT∗F (M) and for f ∈ C∞(M,R) we use Tf(X) = f.1 + df(X) to get

(T ∗ F )(f)(a⊗X) = (IdN ⊗Tf)(a⊗X)

= f.1 + a.df(X) = f.1 + a.X(f)

= f.1 +Da⊗X(f) by 37.6.(b). Thus

DT∗F
a⊗X(f) = Da⊗X(f) = a.X(f) = a.df(X).(a)

So again by 37.5 we see that XT∗F (M) is isomorphic to the space of all R-linear
mappings ξ : C∞(M,R)→ N ⊗ C∞(M,R) satisfying

ξ(f.g) = ξ(f).g + f.ξ(g).

These mappings are called derivations.
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Now we denote L := LR(C∞(M,R), N ⊗ C∞(M,R)) for short, and for ξ,
η ∈ L we define

(b) ξ • η := (m⊗ IdC∞(M,R)) ◦ (IdN ⊗ξ) ◦ η : C∞(M,R)→
→ N ⊗ C∞(M,R)→ N ⊗N ⊗ C∞(M,R)→ N ⊗ C∞(M,R),

where m : N ⊗ N → N is the (nilpotent) multiplication on N . Note that
DF : XF (M)→ L and DT∗F : XT∗F (M)→ L are injective linear mappings.

37.9. Lemma. 1. L is a real associative nilpotent algebra without unit under
the multiplication •, and it is commutative if and only if m = 0 : N ×N → N .

(1) For X, Y ∈ XF (M) we have DF
X�Y = DF

X •DF
Y +DF

X +DF
Y .

(2) For X, Y ∈ XT∗F (M) we have DF
[X,Y ]T∗F

= DF
X •DF

Y −DF
Y •DF

X .

(3) For ξ ∈ L define

exp(ξ) :=
∞∑
i=1

1
i!
ξ•i

log(ξ) :=
∞∑
i=1

(−1)i−1

i
ξ•i.

Then exp, log : L → L are bijective and inverse to each other. exp(ξ) is
an expansion if and only if ξ is a derivation.

Note that i = 0 lacks in the definitions of exp and log, since L has no unit.

Proof. (1) We use that m is associative in the following computation.

ξ • (η • ζ) = (m⊗ IdC∞(M,R)) ◦ (IdN ⊗ξ) ◦ (η • ζ)

= (m⊗ Id) ◦ (IdN ⊗ξ) ◦ (m⊗ Id) ◦ (IdN ⊗η) ◦ ζ
= (m⊗ Id) ◦ (m⊗ IdN ⊗ Id) ◦ (IdN⊗N ⊗ξ) ◦ (IdN ⊗η) ◦ ζ
= (m⊗ Id) ◦ (IdN ⊗m⊗ Id) ◦ (IdN⊗N ⊗ξ) ◦ (IdN ⊗η) ◦ ζ
= (m⊗ Id) ◦ (IdN ⊗

(
(m⊗ Id) ◦ (IdN ⊗ξ) ◦ η

)
◦ ζ

= (ξ • η) • ζ.

So • is associative, and it is obviously R-bilinear. The order of nilpotence equals
that of N .

(2) Recall from 36.13 and 37.3 that

F (F (R)) = A⊗A =
(
(R.1⊗ R.1)⊕ (R.1⊗N)

)
⊕
(
(N ⊗ R.1)⊕ (N ⊗N)

)
∼= A⊕ F (N) ∼= F (R.1)× F (N) ∼= F (R.1×N) = F (A).

Electronic edition of: Natural Operations in Differential Geometry, Springer-Verlag, 1993



324 Chapter VIII. Product preserving functors

We will use this decomposition in exactly this order in the following computation.

f.1 +DF
X�Y (f) = F (f) ◦ (X � Y ) by 37.6.(b)

= F (f) ◦ µF,M ◦ F (Y ) ◦X by 37.7(1)

= µF,R ◦ F (F (f)) ◦ F (Y ) ◦X since µ is natural

= m ◦ F (F (f) ◦ Y ) ◦X
= m ◦ F (f.1, DF

Y (f)) ◦X by 37.6.(b)

= m ◦
(
(1⊗ F (f) ◦X)⊕ (F (DF

Y (f)) ◦X)
)

= m ◦
(

1⊗ (f.1 +DF
X(f)) +

(
DF
Y (f)⊗ 1 + (IdN ⊗DF

X)(DF
Y (f))

))
= f.1 +DF

X(f) +DF
Y (f) + (DF

X •DF
Y )(f).

(3) For vector fields X, Y ∈ X(M) on M and a, b ∈ N we have

DT∗F
[a⊗X,b⊗Y ]T∗F

(f) = Da.b⊗[X,Y ](f)

= a.b.[X,Y ](f) by 37.8.(a)

= a.b.(X(Y (f))− Y (X(f)))

= (m⊗ IdC∞(M,R)) ◦ (IdN ⊗DT∗F
a⊗X) ◦DT∗F

b⊗Y (f)− . . .
= (DT∗F

a⊗X •DT∗F
b⊗Y −DT∗F

b⊗Y •DT∗F
a⊗X)(f).

(4) After adjoining a unit to L we see that exp(ξ) = eξ − 1 and log(ξ) =
log(1 + ξ). So exp and log are inverse to each other in the ring of formal power
series of one variable. The elements 1 and ξ generate a quotient of the power
series ring in R.1⊕L, and the formal expressions of exp and log commute with
taking quotients. So exp = log

−1
. The second assertion follows from a direct

formal computation, or also from 37.10 below. �

37.10. We consider now the R-linear mapping C of L in the ring of all R-linear
endomorphisms of the algebra A⊗ C∞(M,R), given by

Cξ := m ◦ (IdA⊗ξ) : A⊗ C∞(M,R)→
→ A⊗N ⊗ C∞(M,R) ⊂ A⊗A⊗ C∞(M,R)→ A⊗ C∞(M,R),

where m : A⊗A→ A is the multiplication. We have Cξ(a⊗ f) = a.ξ(f).

Lemma.

(1) Cξ•η = Cξ ◦ Cη, so C is an algebra homomorphism.
(2) ξ ∈ L is an expansion if and only if Id +Cξ is an automorphism of the

commutative algebra A⊗ C∞(M,R).
(3) ξ ∈ L is a derivation if and only if Cξ is a derivation of the algebra

A⊗ C∞(M,R).
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Proof. This is obvious. �

37.11. Proof of theorem 37.7. 1. It is easily checked that L is a group with
multiplication ξ�η = ξ•η+ξ+η, with unit 0, and with inverse ξ−1 =

∑∞
i=1(−ξ)•i

(recall that • is a nilpotent multiplication). As noted already at the of 37.8 the
mapping DF : XF (M)→ L is an isomorphism onto the subgroup of expansions,
because Id +C ◦DF : XF (M) → L → End(A ⊗ C∞(M,R)) is an isomorphism
onto the subgroup of automorphisms.

2. C ◦DT∗F : XT∗F (M)→ End(A⊗C∞(M,R)) is a Lie algebra isomorphism
onto the sub Lie algebra of End(A⊗ C∞(M,R)) of derivations.

3. Define exp : XT∗F (M) → XF (M) by DF
exp(X) = exp(DF

X). The Baker-
Campbell-Hausdorff formula holds for

exp : Der(A⊗ C∞(M,R))→ Aut(A⊗ C∞(M,R)),

since the Lie algebra of derivations is nilpotent.
4. This is obvious since we used only natural constructions. �

37.12. The Lie bracket. We come back to the tangent bundle functor T and
its iterates. For T the structures described in theorem 37.7 give just the addition
of vector fields. In fact we have X � Y = X + Y , and [X,Y ]T∗T = 0.

But we may consider other structures here. We have by 37.1 Al(T ) = D =
R.1⊕R.δ for δ2 = 0. So N ∼= R with the nilpotent multiplication 0, but we still
have the usual multiplication, now called m, on R.

For X, Y ∈ XT (M) we have DX ∈ L = LR(C∞(M,R), C∞(M,R)), a deriva-
tion given by f.1 + DX(f).δ = Tf ◦X, see 37.6.(b) — we changed slightly the
notation. So DX(f) = X(f) = df(X) in the usual sense. The space L has one
more structure now, composition, which is determined by specifying a generator
δ of the nilpotent ideal of Al(T ). The usual Lie bracket of vector fields is now
given by D[X,Y ] := DX ◦DY −DY ◦DX .

37.13. Lemma. In the setting of 37.12 we have

(−T ) ◦ (TY ◦X,κT ◦ TX ◦ Y ) = (T+) ◦ (vl ◦ [X,Y ], 0T ◦ Y )

in terms of the natural transformations descibed in 37.4

This is a variant of lemma 6.13 and 6.19.(4). The following proof appears
to be more complicated then the earlier ones, but it demonstrates the use of
natural transformations, and we write out carefully the unusual notation.

Proof. For f ∈ C∞(M,R) and X, Y ∈ XT (M) we compute as follows using
repeatedly the defining equation for DX from 37.12:

T 2f ◦ TY ◦X = T (Tf ◦ Y ) ◦X = T (f.1⊕DY (f).δ1) ◦X
= (Tf ◦X).1⊕ (T (DY (f)) ◦X).δ1, since T preserves products,

= f.1 +DX(f).δ2 + (DY (f).1 +DXDY (f).δ2).δ1
= f.1 +DY (f).δ1 +DX(f).δ2 +DXDY (f).δ1δ2.
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Now we use the natural transformation and their commutation rules from 37.4
to compute:

T 2f ◦ (−T ) ◦ (TY ◦X,κT ◦ TX ◦ Y ) =

= (−T ) ◦ (T 2f ◦ TY ◦X,κT ◦ T 2f ◦ TX ◦ Y )

= (−T ) ◦
(
f.1 +DY (f).δ1 +DX(f).δ2 +DXDY (f).δ1δ2,

κT (f.1 +DX(f).δ1 +DY (f).δ2 +DYDX(f).δ1δ2)
)

= (−T ) ◦
(
f.1 +DY (f).δ1 +DX(f).δ2 +DXDY (f).δ1δ2,

f.1 +DY (f).δ1 +DX(f).δ2 +DYDX(f).δ1δ2)
)

= f.1 +DY (f).δ1 + (DXDY −DYDX)(f).δ1δ2
= (T+) ◦ (0T ◦ (f.1 +DY (f).δ), vl ◦ (f.1 +D[X,Y ](f).δ))

= (T+) ◦ (0T ◦ Tf ◦ Y, vl ◦ Tf ◦ [X,Y ])

= (T+) ◦ (T 2f ◦ 0T ◦ Y, T 2f ◦ vl ◦ [X,Y ])

= T 2f ◦ (T+) ◦ (0T ◦ Y, vl ◦ [X,Y ]). �

37.14. Linear connections and their curvatures. Our next application
will be to derive a global formula for the curvature of a linear connection on a
vector bundle which involves the second tangent bundle of the vector bundle.
So let (E, p,M) be a vector bundle. Recall from 11.10 and 11.12 that a linear
connection on the vector bundle E can be described by specifying its connector
K : TE → E. By lemma 11.10 and by 11.11 any smooth mapping K : TE → E
which is a (fiber linear) homomorphism for both vector bundle structure on TE,
and which is a left inverse to the vertical lift, K◦vlE = pr2 : E×ME → TE → E,
specifies a linear connection.

For any manifold N , smooth mapping s : N → E, and vector field X ∈ X(N)
we have then the covariant derivative of s along X which is given by ∇Xs :=
K ◦ Ts ◦X : N → TN → TE → E, see 11.12.

For vector fields X, Y ∈ X(M) and a section s ∈ C∞(E) the curvature RE

of the connection is given by RE(X,Y )s = ([∇X ,∇Y ]−∇[X,Y ])s, see 11.12.

37.15. Theorem.
(1) Let K : TE → E be the connector of a linear connection on a vector

bundle (E, p,M). Then the curvature is given by

RE(X,Y )s = (K ◦ TK ◦ κE −K ◦ TK) ◦ T 2s ◦ TX ◦ Y

for X, Y ∈ X(M) and a section s ∈ C∞(E).
(2) If s : N → E is a section along f := p ◦ s : N → M then we have for

vector fields X, Y ∈ X(N)

∇X∇Y s−∇Y∇Xs−∇[X,Y ]s =

= (K ◦ TK ◦ κE −K ◦ TK) ◦ T 2s ◦ TX ◦ Y =

= RE(Tf ◦X,Tf ◦ Y )s.
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(3) Let K : T 2M →M be a linear connection on the tangent bundle. Then
its torsion is given by

Tor(X,Y ) = (K ◦ κM −K) ◦ TX ◦ Y.

Proof. (1) Let first mE
t : E → E denote the scalar multiplication. Then we have

∂
∂t

∣∣
0
mE
t = vlE where vlE : E → TE is the vertical lift. We use then lemma

37.13 and the commutation relations from 37.4 and we get in turn:

vlE ◦K = ∂
∂t

∣∣
0
mE
t ◦K = ∂

∂t

∣∣
0
K ◦mTE

t

= TK ◦ ∂
∂t

∣∣
0
mTE
t = TK ◦ vl(TE,Tp,TM).

R(X,Y )s = ∇X∇Y s−∇Y∇Xs−∇[X,Y ]s

= K ◦ T (K ◦ Ts ◦ Y ) ◦X −K ◦ T (K ◦ Ts ◦X) ◦ Y −K ◦ Ts ◦ [X,Y ]

K ◦ Ts ◦ [X,Y ] = K ◦ vlE ◦K ◦ Ts ◦ [X,Y ]

= K ◦ TK ◦ vlTE ◦ Ts ◦ [X,Y ]

= K ◦ TK ◦ T 2s ◦ vlTM ◦ [X,Y ]

= K ◦ TK ◦ T 2s ◦ ((TY ◦X − κM ◦ TX ◦ Y ) (T−) 0TM ◦ Y )

= K ◦ TK ◦ T 2s ◦ TY ◦X −K ◦ TK ◦ T 2s ◦ κM ◦ TX ◦ Y − 0.

Now we sum up and use T 2s ◦ κM = κE ◦ T 2s to get the result.
(2) The same proof as for (1) applies for the first equality, with some obvious

changes. To see that it coincides with RE(Tf ◦X,Tf ◦ Y )s it suffices to write
out (1) and (T 2s ◦ TX ◦ Y )(x) ∈ T 2E in canonical charts induced from vector
bundle charts of E.

(3) We have in turn

Tor(X,Y ) = ∇XY −∇YX − [X,Y ]

= K ◦ TY ◦X −K ◦ TX ◦ Y −K ◦ vlTM ◦ [X,Y ]

K ◦ vlTM ◦ [X,Y ] = K ◦ ((TY ◦X − κM ◦ TX ◦ Y ) (T−) 0TM ◦ Y )
= K ◦ TY ◦X −K ◦ κM ◦ TX ◦ Y − 0. �

37.16. Weil functors and Lie groups. We have seen in 10.17 that the
tangent bundle TG of a Lie group G is again a Lie group, the semidirect product
gnG of G with its Lie algebra g.

Now let A be a Weil algebra and let TA be its Weil functor. In the notation
of 4.1 the manifold TA(G) is again a Lie group with multiplication TA(µ) and
inversion TA(ν). By the properties 35.13 of the Weil functor TA we have a sur-
jective homomorphism πA : TAG→ G of Lie groups. Following the analogy with
the tangent bundle, for a ∈ G we will denote its fiber over a by (TA)aG ⊂ TAG,
likewise for mappings. With this notation we have the following commutative
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diagram:
g⊗N w g⊗A

0 w (TA)0g w

u
(TA)0 exp

TAg w

u
TA exp

g w

u expG

0

e w (TA)eG w TAG wπA G w e

For a Lie group the structural mappings (multiplication, inversion, identity el-
ement, Lie bracket, exponential mapping, Baker-Campbell-Hausdorff formula,
adjoint action) determine each other mutually. Thus their images under the
Weil functor TA are again the same structural mappings. But note that the
canonical flip mappings have to be inserted like follows. So for example

g⊗A ∼= TAg = TA(TeG) κ−→ Te(TAG)

is the Lie algebra of TAG and the Lie bracket is just TA([ , ]). Since the
bracket is bilinear, the description of 35.11 implies that [X ⊗ a, Y ⊗ b]TAg =
[X,Y ]g ⊗ ab. Also TA expG = expTAG. Since expG is a diffeomorphism near
0 and since (TA)0(expG) depends only on the (invertible) jet of expG at 0, the
mapping (TA)0(expG) : (TA)0g → (TA)eG is a diffeomorphism. Since (TA)0g is
a nilpotent Lie algebra, the multiplication on (TA)eG is globally given by the
Baker-Campbell-Hausdorff formula. The natural transformation 0G : G→ TAG
is a homomorphism which splits the bottom row of the diagram, so TAG is the
semidirect product (TA)0gnG via the mapping TAρ : (u, g) 7→ TA(ρg)(u).

Since we will need it later, let us add the following final remark: If ωG : TG→
TeG is the Maurer Cartan form of G (i.e. the left logarithmic derivative of IdG)
then

κ0 ◦ TAωG ◦ κ : TTAG ∼= TATG→ TATeG ∼= TeTAG

is the Maurer Cartan form of TAG.

Remarks

The material in section 35 is due to [Eck,86], [Luciano, 88] and [Kainz-Michor,
87], the original ideas are from [Weil, 51]. Section 36 is due to [Eck, 86] and
[Kainz-Michor, 87], 36.7 and 36.8 are from [Kainz-Michor, 87], under stronger
locality conditions also to [Eck, 86]. 36.14 is due to [Eck, 86]. The material in
section 37 is from [Kainz-Michor, 87].

æ
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CHAPTER IX.
BUNDLE FUNCTORS

ON MANIFOLDS

The description of the product preserving bundle functors on Mf in terms
of Weil algebras reflects their general properties in a rather complete way. In
the present chapter we use some other procedures to deduce the basic geometric
properties of arbitrary bundle functors on Mf . Hence the basic subject of this
theory is a bundle functor on Mf that does not preserve products. Sometimes
we also contrast certain properties of the product-preserving and non-product-
preserving bundle functors on Mf . First we study the bundle functors with
the so-called point property, i.e. the image of a one-point set is a one-point
set. In particular, we deduce that their fibers are numerical spaces and that
they preserve products if and only if the dimensions of their values behave well.
Then we show that an arbitrary bundle functor on manifolds is, in a certain
sense, a ‘bundle’ of functors with the point property. For an arbitrary vector
bundle functor F onMf with the point property we also derive a canonical Lie
group structure on the prolongation FG of a Lie group G.

Next we introduce the concept of a flow-natural transformation of a bundle
functor F on manifolds. This is a natural transformation FT → TF with the
property that for every vector field X : M → TM its functorial prolongation
FX : FM → FTM is transformed into the flow prolongation FX : FM →
TFM . We deduce that every bundle functor F on manifolds has a canonical flow-
natural transformation, which is a natural equivalence if and only if F preserves
products. Then we point out some special features of natural transformations
from a Weil functor into an arbitrary bundle functor onMf . This gives a rather
effective method for their description. We also deduce that the homotheties are
the only natural transformations of the r-th order tangent bundle T (r) into itself.
This demonstrates that some properties of T (r) are quite different from those of
Weil bundles, where such natural transformations are in bijection with a usually
much larger set of all endomorphisms of the corresponding Weil algebras. In the
last section we describe basic properties of the so-called star bundle functors,
which reflect some constructions of contravariant character on Mf .

38. The point property

38.1. Examples. First we mention some examples of vector bundle functors
which do not preserve products. In 37.2 we deduced that every product pre-
serving vector bundle functor on Mf is the fibered product of a finite number
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of copies of the tangent bundle T . In particular, every such functor is of order
one. Hence all tensor powers ⊗pT , p > 1, their sub bundles like SpT , ΛpT and
any combinations of them do not preserve products. This is also easily verified
by counting dimensions. An important example of an r-th order vector bundle
functor is the r-th tangent functor T (r) described in 12.14 and 41.8. Let us men-
tion that another interesting example of an r-th order vector bundle functor, the
bundle of sector r-forms, will be discussed in 48.4.

38.2. Proposition. Every bundle functor F : Mf →Mf transforms embed-
dings into embeddings and immersions into immersions.

Proof. According to 1.14, a smooth mapping f : M → N is an embedding if
and only if there is an open neighborhood U of f(M) in N and a smooth map
g : U →M such that g ◦ f = idM . Hence if f is an embedding, then FU ⊂ FN
is an open neighborhood of Ff(FM) and Fg ◦ Ff = idFM .

The locality of bundle functors now implies the assertion on immersions.
However this can be also proved easily considering the canonical local form
i : Rm → R

m+n, x 7→ (x, 0), of immersions, cf. 2.6, and applying F to the
composition of i and the projections pr1 : Rm+n → R

m. �

38.3. The point property. Let us write pt for a one-point manifold. A bundle
functor F on Mf is said to have the point property if F (pt) = pt. Given such
functor F let us consider the maps ix : pt → M , ix(pt) = x, for all manifolds
M and points x ∈M . The regularity of bundle functors on Mf proved in 20.7
implies that the maps cM : M → FM , cM (x) = Fix(pt) are smooth sections of
pM : FM →M . By definition, cN ◦f = Ff ◦cM for all smooth maps f : M → N ,
so that we have found a natural transformation c : IdMf → F .

If F = TA for a Weil algebra A, this natural transformation corresponds to
the algebra homomorphism idR ⊕ 0: R → R ⊕ N = A. The r-th order tangent
functor has the point property, i.e. we have found a bundle functor which does not
preserve the products in any dimension except dimension zero. The technique
from example 22.2 yields easily bundle functors onMf which preserve products
just in all dimensions less then any fixed n ∈ N.

38.4. Lemma. Let S be an m-dimensional manifold and s ∈ S be a point.
If there is a smoothly parameterized system ht of maps, t ∈ R, such that all
ht are diffeomorphisms except for t = 0, h0(S) = {s} and h1 = idS , then S is
diffeomorphic to RdimS .

Proof. Let us recall that if S = ∪∞k=0Sk where Sk are open submanifolds dif-
feomorphic to Rm and Sk ⊂ Sk+1 for all k, then S is diffeomorphic to Rm, see
[Hirsch, 76, Chapter 1, Section 2]. So let us choose an increasing sequence of
relatively compact open submanifolds Kn ⊂ Kn+1 ⊂ S with S = ∪∞k=1Kn and a
relatively compact neighborhood U of s diffeomorphic to Rm. Put S0 = U . Since
S0 is relatively compact, there is an integer n1 with Kn1 ⊃ S0 and a t1 > 0 with
ht1(Kn1) ⊂ U . Then we define S1 = (ht1)−1(U) so that we have S1 ⊃ Kn1 ⊃ S0

and S1 is relatively compact and diffeomorphic to Rm. Iterating this procedure,
we construct sequences Sk and nk satisfying Sk ⊃ Knk ⊃ Sk−1, nk > nk−1. �

Let us denote by km the dimensions of standard fibers Sm = F0R
m.
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38.5. Proposition. The standard fibers Sm of every bundle functor F onMf
with the point property are diffeomorphic to Rkm .

Proof. Let us write s = cRm(0), 0 ∈ Rm, and let gt : Rm → R
m be the homoth-

eties gt(x) = tx, t ∈ R. Since g0(Rm) = {0}, the smoothly parameterized family
ht = Fgt|Sm : Sm → Sm satisfies all assumptions of the previous lemma. �

For a product M
p←− M × N q−→ N the values FM

Fp←−− F (M × N)
Fq−−→ FN

determine a canonical map π : F (M ×N)→ FM × FN .

38.6. Lemma. For every bundle functor F onMf with the point property all
the maps π : F (M ×N)→ FM × FN are surjective submersions.

Proof. By locality of F it suffices to discuss the case M = R
m, N = R

n. Write
0k = cRk(0) ∈ FRk, k = 0, 1, . . . , and denote i : Rm → R

m+n, i(x) = (x, 0),
and j : Rn → R

m+n, j(y) = (0, y). In the tangent space T0m+nFR
m+n, there are

subspaces V = TFi(T0mFR
m) and W = TFj(T0nFR

n). We claim V ∩W =
0. Indeed, if A ∈ V ∩ W , i.e. A = TFi(B) = TFj(C) with B ∈ T0mFR

m

and C ∈ T0nFR
n, then TFp(A) = TFp(TFi(B)) = B, but at the same time

TFp(A) = TFp◦TFj(C) = 0m, for p◦ j is the constant map of Rn into 0 ∈ Rm,
and A = TFi(B) = 0 follows.

Hence Tπ|(V ⊕W ) : V ⊕W → T0mFR
m×T0nFR

n is invertible and so π is a
submersion at 0m+n and consequently on a neighborhood U ⊂ FRm+n of 0m+n.
Since the actions of R defined by the homotheties gt on Rm, Rn and Rm+n

commute with the product projections p and q, the induced actions on FRm,
FRn, FRm+n commute with π as well (draw a diagram if necessary). The family
Fgt is smoothly parameterized and Fg0(FRm+n) = {0m+n}, so that every point
of FRm+n is mapped into U by a suitable Fgt, t > 0. Further all Fgt with t > 0
are diffeomorphisms and so π is a submersion globally. Therefore the image
π(FRm+n) is an open neighborhood of (0m, 0n) ∈ FRm × FRn. But similarly
as above, every point of FRm × FRn can be mapped into this neighborhood by
a suitable Fgt, t > 0. This implies that π is surjective. �

It should be an easy exercise for the reader to extend the lemma to arbitrary
finite products of manifolds.

38.7. Corollary. Every bundle functor F on Mf with the point property
transforms submersions into submersions.

Proof. The local canonical form of any submersion is p : Rn×Rk → R
n, p(x, y) =

x, cf. 2.2. Then Fp = pr1 ◦ π is a composition of two submersions π : F (Rn ×
R
k)→ FRn×FRk and pr1 : FRn×FRk → FRn. Since every bundle functor is

local, this concludes the proof. �

38.8. Proposition. If a bundle functor F onMf has the point property, then
the dimensions of its standard fibers satisfy km+n ≥ km+kn for all 0 ≤ m+n <
∞. Equality holds if and only if F preserves products in dimensions m and n.

Proof. By lemma 38.6, we have the submersions π : F (Rm×Rn)→ FRm×FRn
which implies km+n ≥ km+kn. If the equality holds, then π is a local diffeomor-
phism at each point. Since π commutes with the action of the homotheties, it
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must be bijective on each fiber over Rm+n, and therefore π must be a global dif-
feomorphism. Given arbitrary manifolds M and N of the proper dimensions, the
locality of bundle functors and a standard diagram chasing lead to the conclusion
that

FM
Fp←−− F (M ×N)

Fq−−→ FN

is a product. �

In view of the results of the previous chapter we get

38.9. Corollary. For every bundle functor F on Mf with the point property
the dimensions of its values satisfy dimFRm = mdimFR if and only if there is
a Weil algebra A such that F is naturally equivalent to the Weil bundle TA.

38.10. For every Weil algebra A and every Lie group G there is a canonical Lie
group structure on TAG obtained by the application of the Weil bundle TA to
all operations on G, cf. 37.16. If we replace TA by an arbitrary bundle functor
onMf , we are not able to repeat this construction. However, in the special case
of a vector bundle functor F on Mf with the point property we can perform
another procedure.

For all manifolds M , N the inclusions iy : M → M × N , iy(x) = (x, y),
jx : N →M ×N , jx(y) = (x, y), (x, y) ∈M ×N , form smoothly parameterized
families of morphisms and so we can define a morphism τM,N : FM × FN →
F (M ×N) by τM,N (z, w) = FipN (w)(z) +FjpM (z)(w), where pM : FM →M are
the canonical projections. One verifies easily that the diagram

FM × FN w
τM,N

u
Ff × Fg

F (M ×N)

u
F (f × g)

FM̄ × FN̄ w
τM̄,N̄

F (M̄ × N̄)

commutes for all maps f : M → M̄ , g : N → N̄ . So we have constructed a
natural transformation τ : Prod◦(F, F )→ F ◦Prod, where Prod is the bifunctor
corresponding to the products of manifolds and maps. The projections p : M ×
N →M , q : M×N → N determine the map (Fp, Fq) : F (M×N)→ FM×FN
and by the definition of τM,N , we get (Fp, Fq) ◦ τM,N = idFM×FN . Now, given
a Lie group G with the operations µ : G×G→ G, ν : G→ G and e : pt→ G, we
define µFG = Fµ ◦ τG,G, νFG = Fν and eFG = Fe = cG(e) where cG : G→ FG
is the canonical section. By the definition of τ , we get for every element (z, w) ∈
FG× FG over (x, y) ∈ G×G

µFG(z, w) = F (µ( , y))(z) + F (µ(x, ))(w)

and it is easy to check all axioms of Lie groups for the operations µFG, νFG and
eFG on FG. In particular, we have a canonical Lie group structure on the r-th
order tangent bundles T (r)G over any Lie group G and on all tensor bundles
over G.

Since τ is the identity if F equals to the tangent bundle T , we have generalized
the canonical Lie group structure on tangent bundles over Lie groups to all vector
bundle functors with the point property, cf. 37.2.
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38.11. Remark. Given a bundle functor F onMf and a principal fiber bundle
(P, p,M,G) we might be interested in a natural principal bundle structure on
Fp : FP → FM with structure group FG. If F is a Weil bundle, this structure
can be defined by application of F to all maps in question, cf. 37.16. Though we
have found a natural Lie group structure on FG for vector bundle functors with
the point property which do not preserve products, there is still no structure of
principal fiber bundle (FP, Fp, FM,FG) for dimension reasons, see 38.8.

38.12. Let us now consider a general bundle functor F on Mf and write
Q = F (pt). For every manifold M the unique map qM : M → pt induces
FqM : FM → Q and similarly to 38.3, every point a ∈ Q determines a canonical
natural section c(a)M (x) = Fix(a). Let G be the bundle functor onMf defined
by GM = M ×Q on manifolds and Gf = f × idQ on maps.

Lemma. The maps σM (x, a) = c(a)M (x), (x, a) ∈ M × Q, and ρM (z) =
(pM (z), F qM (z)), z ∈ FM , define natural transformations σ : G → F and
ρ : F → G satisfying ρ ◦ σ = id. Moreover the σM are embeddings and the
ρM are submersions for all manifolds M . In particular, for every a ∈ Q the rule
FaM = (FqM )−1(a), Faf = Ff |FaM determines a bundle functor on Mf with
the point property.

Proof. It is easy to verify that σ and ρ are natural transformations satisfying
ρ ◦ σ = id. This equality implies that σM is an embedding and also that ρM
is a surjective map which has maximal rank on a neighborhood U of the image
σM (M ×Q). It suffices to prove that every ρRm is a submersion. Consider the
homotheties gt(x) = tx on Rm. Then Fgt is a smoothly parameterized family
with Fg1 = idRm and Fg0(FRm) = Fi0 ◦ FqRm(FRm) ⊂ σM (Rm × Q). Hence
every point of FRm is mapped into U by some Fgt with t > 0 and so ρRm has
maximal rank everywhere.

Since FqM is the second component of the surjective submersion ρM , all the
subsets FaM ⊂ FM are submanifolds and one easily checks all the axioms of
bundle functors. �

38.13. Proposition. Every bundle functor on Mf transforms submersions
into submersions.

Proof. By the previous lemma, every value Ff : FM → FN is a fibered mor-
phism of FqM : FM → Q into FqN : FN → Q over the identity on Q. If f
is a submersion, then every Faf : FaM → FaN is a submersion according to
38.7. �

38.14. Proposition. The dimensions of the standard fibers of every bundle
functor F on Mf satisfy km+n ≥ km + kn − dimF (pt). Equality holds if and
only if all bundle functors Fa preserve products in dimensions m and n. �

38.15. Remarks. If the standard fibers of a bundle functor F on Mf are
compact, then all the functors Fa must coincide with the identity functor on
Mf according to 38.5. But then the natural transformations σ and ρ from
38.12 are natural equivalences.
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38.16. Example. Taking any bundle functor G onMf with the point property
and any manifold Q, we can define FM = GM × Q and Ff = Gf × idQ
to get a bundle functor with F (pt) = Q. We present an example showing
that not all bundle functors on Mf are of this type. The basic idea is that
some of the individual ‘fiber components’ Fa of F coincide with the functor T 2

1

of 1-dimensional velocities of the second order while some other ones are the
Whitney sums T ⊕ T in dependence on the zero values of a smooth function
on Q. According to the general theory developed in section 14, it suffices to
construct a functor on the second order skeleton ofMf . So we take the system
of standard fibers Sn = Q× Rn × Rn, n ∈ N0, and we have to define the action
of all jets from J2

0 (Rm,Rn)0 on Sm. Let us write api , a
p
ij for the coefficients of

canonical polynomial representatives of the jets in question. Given any smooth
function f : Q→ R we define a map J2

0 (Rm,Rn)0 × Sm → Sn by

(api , a
r
jk)(q, y`, zm) = (q, api y

i, f(q)arijy
iyj + ari z

i).

One verifies easily that this is an action of the second order skeleton on the
system Sn. Obviously, the corresponding bundle functor F satisfies F (pt) = Q
and the bundle functors Fq coincide with T ⊕ T for all q ∈ Q with f(q) = 0.
If f(q) 6= 0, then Fq is naturally equivalent to the functor T 2

1 . Indeed, the
maps R2n → R

2n, yi 7→ yi, and zi 7→ f(q)zi are invertible and define a natural
equivalence of T 2

1 into Fq, see 18.15 for a help in a more detailed verification.

38.17. Consider a submersion f : Y →M and denote by µ : FY → FM ×M Y
the induced pullback map, cf. 2.19.

Proposition. The pullback map µ : FY → FM ×M Y of every submersion
f : Y →M is a submersion as well.

We remark that this property represents a special case of the so-called pro-
longation axiom which was introduced in [Pradines, 74b] for a more general
situation.

Proof. In view of 38.12 we may restrict ourselves to bundle functors with point
property (in general FqM : FM → F (pt) and FqY : FY → F (pt) are fibered
manifolds and µ is a fibered morphism so that we can verify our assertion
fiberwise). Further we may consider the submersion f in its local form, i.e.
f : Rm+n → R

m, (x, y) 7→ x, for then the claim follows from the locality of the
functors. Now we can easily choose a smoothly parametrized family of local
sections s : Y ×M → Y with s(y, f(y)) = y, sy ∈ C∞(Y ), e.g. s(x,y)(x̄) = (x̄, y).
Then we define a mapping α : FM×M Y → FY , α(z, y) := Fsy(z). Since locally
Ff ◦Fsy = idM and pFY ◦Fsy = sy◦pFM , we have constructed a section of µ. Since
the canonical sections cM : M → FM are natural, we get α(cM (x), y) = cY (y).
Hence the section goes through the values of the canonical section cY and µ has
the maximal rank on a neighborhood of this section. Now the action of homo-
theties on Y = R

m+n and M = R
m commute with the canonical local form of f

and therefore the rank of µ is maximal globally. �

In particular, given two bundle functors F , G on Mf , the natural transfor-
mation µ : FG → F × G defined as the product of the natural transformations
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F (pG) : FG → F and pF ◦ G : FG → G is formed by surjective submersions
µM : F (GM)→ FM ×M GM .

38.18. At the end of this section, we shall indicate how the above results can
be extended to bundle functors on FMm. The point property still plays an
important role. Since any manifold M can be viewed as the fibered manifold
idM : M →M , we can say that a bundle functor F : FMm → FM has the point
property if FM = M for all m-dimensional manifolds. Bundle functors on FMm

with the point property do not admit canonical sections in general, but for every
fibered manifold qY : Y →M in FMm we have the fibration FqY : FY →M and
FqY = qY ◦ pY , where pY : FY → Y is the bundle projection of FY . Moreover,
the mapping C∞(qY : Y →M)→ C∞(FqY : FY →M), s 7→ Fs is natural with
respect to fibered isomorphisms. This enables us to generalize easily the proof
of proposition 38.5 to our more general situation, for we can use the image of
the section i : Rm → R

m+n, x 7→ (x, 0) instead of the canonical sections cM from
38.5. So the standard fibers Sn = FRm+n of a bundle functor with the point
property are diffeomorphic to Rkn .

Proposition. The dimensions kn of standard fibers of every bundle functor
F : FMm → FM with the point property satisfy kn+p ≥ kn + kp and for every
FMm-objects qY : Y → M , qȲ : Ȳ → M the canonical map π : F (Y ×M Ȳ ) →
FY ×M FȲ is a surjective submersion. Equality holds if and only if F preserves
fibered products in dimensions n and p of the fibers. So F preserves fibered
products if and only if k(n) = n.k(1) for all n ∈ N0.

Proof. Consider the diagram

F (Y ×M Ȳ )
NNNNNNNNNNNNNNP

F p̄

�π

[[[[[[[]
Fp FY ×M FȲ wpr2

u
pr1

FȲ

u
FqȲ

FY wFqY M

where p and p̄ are the projections on Y ×M Ȳ .
By locality of bundle functors it suffices to restrict ourselves to objects from

a local pointed skeleton. In particular, we shall deal with the values of F on
trivial bundles Y = M × S. In the special case m = 0, the proposition was
proved above.

For every point x ∈M we write (FY )x := (FqY )−1(x) and we define a functor
G = Gx : Mf → FM as follows. We set G(Yx) := (FY )x and for every map
f = idM × f1 : Y → Ȳ , f1 : Yx → Ȳx we define Gf1 := Ff |(FY )x : GYx → GȲx.
If we restrict all the maps in the diagram to the appropriate preimages, we get
the product (FY )x

pr1←−− (FY )x × (FȲ )x
pr2−−→ (FȲ )x and πx : G(Yx × Ȳx) →

GYx ×GȲx. Since G has the point property, πx is a surjective submersion.
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Hence π is a fibered morphism over the identity on M which is fiber wise
a surjective submersion. Consequently π is a surjective submersion and the
inequality kn+p ≥ kn + kp follows.

Now similarly to 38.8, if the equality holds, then π is a global isomorphism. �

38.19. Vertical Weil bundles. Let A be a Weil algebra. We define a func-
tor VA : FMm → FM as follows. For every qY : Y → M , we put VAY : =
∪x∈MTAYx and given f ∈ FMm(Y, Ȳ ) we write fx = f |Yx, x ∈ M , and we set
VAf |(VAY )x := TAfx. Since VA(Rm+n → R

m) = R
m × TARn carries a canon-

ical smooth structure, every fibered atlas on Y → M induces a fibered atlas
on VAY → Y . It is easy to verify that VA is a bundle functor which preserves
fibered products. In the special case of the algebra D of dual numbers we get
the vertical tangent bundle V .

Consider a bundle functor F : FMm → FM with the point property which
preserves fibered products, and a trivial bundle Y = M × S. If we repeat the
construction of the product preserving functors G = Gx, x ∈M , from the proof
of proposition 38.18 we have Gx = TAx for certain Weil algebras A = Ax. So
we conclude that F (idM × f1)|(FY )x = Gx(f1) = VAx(idM × f1)|(FY )x. At
the same time the general theory of bundle functors implies (we take A = A0)
FRm+n = R

m × Rn × Sn = R
m × An = VAR

m+n for all n ∈ N (including the
actions of jets of maps of the form idRm×f1). So all the algebras Ax coincide and
since the bundles in question are trivial, we can always find an atlas (Uα, ϕα)
on Y such that the chart changings are over the identity on M . But a cocycle
defining the topological structure of FY is obtained if we apply F to these chart
changings and therefore the resulting cocycle coincides with that obtained from
the functor VA.

Hence we have deduced the following characterization (which is not a complete
description as in 36.1) of the fibered product preserving bundle functors on
FMm.

Proposition. Let F : FMm → FM be a bundle functor with the point prop-
erty. The following conditions are equivalent.

(i) F preserves fibered products
(ii) For all n ∈ N it holds dimSn = n(dimS1)
(iii) There is a Weil algebra A such that FY = VAY for every trivial bundle

Y = M × S and for every mapping f1 : S → S̄ we have F (idM × f1) =
VA(idM × f1) : F (M × S)→ F (M × S̄).

39. The flow-natural transformation

39.1. Definition. Consider a bundle functor F : Mf → FM and the tangent
functor T : Mf → FM. A natural transformation ι : FT → TF is called a flow-
natural transformation if the following diagram commutes for all m-dimensional
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manifolds M and all vector fields X ∈ X(M) on M .

(1)

FTM wFπM44446ιM
FM

FM

u

FX

wFX TFM

u

πFM

39.2. Given a map f : Q×M → N , we have denoted by F̃ f : Q× FM → FN
the ‘collection’ of F (f(q, )) for all q ∈ Q, see 14.1. Write (x,X) = Y ∈ TRm =
R
m × Rm and define µRm : R× TRm → R

m, µRm(t, Y ) = (x+ tX) for t ∈ R,.

Theorem. Every bundle functor F : Mf → FM admits a canonical flow-
natural transformation ι : FT → TF determined by

ιRm(z) = j1
0 F̃ µRm( , z).

If F has the point property, then ι is a natural equivalence if and only if F is a
Weil functor TA. In this case ι coincides with the canonical natural equivalence
TAT → TTA corresponding to the exchange homomorphism A ⊗ D → D ⊗ A
between the tensor products of Weil algebras.

39.3. The proof requires several steps. We start with a general lemma.

Lemma. Let M , N , Q be smooth manifolds and let f , g : Q × M → N be
smooth maps. If jkq f( , y) = jkq g( , y) for some q ∈ Q and all y ∈ M , then

for every bundle functor F on Mf the maps F̃ f , F̃ g : Q × FM → FN satisfy
jkq F̃ f( , z) = jkq F̃ g( , z) for all z ∈ FM .

Proof. It suffices to restrict ourselves to objects from the local skeleton (Rm),
m = 0, 1, . . . , of Mf . Let r be the order of F valid for maps with source Rm,
cf. 22.3, and write p for the bundle projection pRm . By the general theory of
bundle functors the values of F on morphisms f : Rm → R

n are determined by
the smooth associated map FRm,Rn : Jr(Rm,Rn)×Rm FRm → FRn, see section
14. Hence the map F̃ f : Q × FRm → FRn is defined by the composition of
FRm,Rn with the smooth map fr : Q× FRm → Jr(Rm,Rn)×Rm FRm, (q, z) 7→
(jrp(z)f(q, ), z). Our assumption implies that fr( , z) and gr( , z) have the same
k-jet at q, which proves the lemma. �

39.4. Now we deduce that the maps ιRm determine a natural transformation
ι : FT → TF such that the upper triangle in 39.1.(1) commutes. These maps
define a natural transformation between the bundle functors in question if they
obey the necessary commutativity with respect to the actions of morphisms
between the objects of the local skeleton R

m, m = 0, 1, . . . . Given such a
morphism f : Rm → R

n we have

ιRn(FTf(z)) = j1
0 F̃ µRn( , FTf(z)) = j1

0F ((µRn)t ◦ Tf)(z)

TFf(ιRm(z)) = TFf(j1
0 F̃ µRm( , z)) = j1

0(Ff ◦ F (µRm)t(z)) =

= j1
0F (f ◦ (µRm)t)(z).
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So in view of lemma 39.3 it is sufficient to prove for all Y ∈ TRm, f : Rm → R
n

j1
0((f ◦ (µRm)t)(Y )) = j1

0((µRn)t ◦ Tf)(Y ).

By the definition of µ, the values of both sides are Tf(Y ).
Since (µRm)0 = πRm : TRm → R

m, we have πFRm ◦ ιRm = F (µRm)0 = FπRm .

39.5. Let us now discuss the bottom triangle in 39.1.(1). Given a bundle functor
F on Mf , both the arrows FX and FX are values of natural operators and ι
is a natural transformation. If we fix dimension of the manifold M then these
operators are of finite order. Therefore it suffices to restrict ourselves to the
fibers over the distinguished points from the objects of a local pointed skeleton.
Moreover, if we verify ιRm ◦ FX = FX on the fiber (FT )0R

m for a jet of a
suitable order of a field X at 0 ∈ Rm, then this equality holds on the whole
orbit of this jet under the action of the corresponding jet group. Further, the
operators in question are regular and so the equality follows for the closure of
the orbit.

Lemma. The vector field X = ∂
∂x1 on (Rm, 0) has the following two properties.

(1) Its flow satisfies FlX = µRm ◦ (idR ×X) : R× Rm → R
m.

(2) The orbit of the jet jr0X under the action of the jet group Gr+1
m is dense

in the space of r-jets of vector fields at 0 ∈ Rm.

Proof. We have FlXt (x) = x+t(1, 0, . . . , 0) = µRm(t,X(x)). The second assertion
is proved in section 42 below. �

By the lemma, the mappings ιRm determine a flow-natural transformation
ι : FT → TF .

Assume further that F has the point property and write kn for the dimension
of the standard fiber of FRn. If ι is a natural equivalence, then k2n = 2kn for all
n. Hence proposition 38.8 implies that F preserves products and so it must be
naturally equivalent to a Weil bundle. On the other hand, assume F = TA for
some Weil algebra A and denote 1 and e the generators of the algebra D of dual
numbers. For every jAf ∈ TATR, with f : Rk → TR = D, f(x) = g(x) + h(x).e,
take q : R× Rk → R, q(t, x) = g(x) + th(x), i.e. f(x) = j1

0q( , x). Then we get

ιR(jAf) = j1
0TA(µR)t(jAf) = j1

0jA(g( ) + th( )) = j1
0jAq(t, ).

Hence ιR coincides with the canonical exchange homomorphism A⊗D→ D⊗A
and so ι is the canonical natural equivalence TAT → TTA. �

39.6. Let us now modify the idea from 39.1 to bundle functors on FMm.

Definition. Consider a bundle functor F : FMm → FM and the vertical tan-
gent functor V : FMm → FM. A natural transformation ι : FV → V F is called
a flow-natural transformation if the diagram

(1)

FV Y wFπY44446ιY
FY

FY

u

FX

wFX V FY

u

πFY
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commutes for all fibered manifolds Y with m-dimensional basis and for all ver-
tical vector fields X on Y .

For every fibered manifold q : Y →M in ObFMm, the fibration q◦πY : V Y →
M is an FMm-morphism. Further, consider the local skeleton (Rm+n → R

m)
of FMm and define

µRm+n : R× V Rm+n = R
1+m+n+n → R

m+n, (t, x, y,X) 7→ (x, y + tX).

Then every µRm+n(t, ) is a globally defined FMm morphism and we have

j1
0µRm+n( , x, y,X) = (x, y,X).

39.7. The proof of 39.3 applies to general categories over manifolds. A bundle
functor on an admissible category C is said to be of a locally finite order if for
every C-object A there is an order r such that for all C-morphisms f : A → B
the values Ff(z), z ∈ FA, depend on the jets jrpA(z)f only. Let us recall that all
bundle functors on FMm have locally finite order, cf. 22.3.

Lemma. Let f , g : Q ×mA → mB be smoothly parameterized families of C-
morphisms with jkq f( , y) = jkq g( , y) for some q ∈ Q and all y ∈ mA. Then

for every regular bundle functor F on C with locally finite order, the maps F̃ f ,
F̃ g : Q× FA→ FB satisfy jkq F̃ f( , z) = jkq F̃ g( , z) for all z ∈ FA. �

39.8. Let us define ιRm+n(z) = j1
0 F̃ µRm+n( , z). If we repeat the considerations

from 39.4 we deduce that our maps ιRm+n determine a natural transformation
ι : FV → TF . But its values satisfy TpY ◦ ιY (z) = j1

0pY ◦ F (µY )t(z) = pY (z) ∈
V Y and so ιY (z) ∈ V (FY → BY ). So ι : FV → V F and similarly to 39.4 we
show that the upper triangle in 39.6.(1) commutes.

Every non-zero vertical vector field on Rm+n → R
m can be locally trans-

formed (by means of an FMm-morphism) into a constant one and for all con-
stant vertical vector fields X on Rm+n we have FlX = (µRm+n ◦ (idRm+n ×X)).
Hence we also have an analogue of lemma 39.5.

Theorem. For every bundle functor F : FMm → FM there is the canonical
flow-natural transformation ι : FV → V F . If F has the point property, then ι
is a natural equivalence if and only if F preserves fibered products.

We have to point out that we consider the fibered manifold structure FY →
BY for every object Y → BY ∈ ObFMm, i.e. ιY : F (V Y → BY ) → V (FY →
BY ).

Proof. We have proved that ι is flow-natural. Assume F has the point property.
If ι is a natural equivalence, then proposition 38.18 implies that F preserves
fibered products. On the other hand, F preserves fibered products if and only if
FRm+n = VAR

m+n for a Weil algebra A and then also Ff coincides with VAf for
morphisms of the form idRm×g : Rm+n → R

m+k, see 38.19. But each µRm+n(t, )
is of this form and any restriction of ιRm+n to a fiber (VAV Rm+n)x ∼= TATR

m

coincides with the canonical flow natural equivalence TAT → TTA, cf. 39.2.
Hence ι is a natural equivalence. �
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Let us remark that for F = Jr we obtain the well known canonical natural
equivalence JrV → V Jr, cf. [Goldschmidt, Sternberg, 73], [Mangiarotti, Mod-
ugno, 83].

39.9. The action of some bundle functors F : FMm → FM on morphisms can
be extended in such a way that the proof of theorem 39.8 might go through for
the whole tangent bundle. We shall show that this happens with the functors
Jr : FMm → FM.

Since Jr(Rm+n → R
m) is a sub bundle in the bundle Kr

mR
m+n of contact

elements of order r formed by the elements transversal to the fibration, the
action of Jrf on a jet jrxs extends to all local diffeomorphisms transforming jrxs
into a jet of a section. Of course, we are not able to recover the whole theory
of bundle functors for this extended action of Jr, but one verifies easily that
lemma 39.3 remains still valid.

So let us define µt : TRm+n → R
m+n by µt(x, z,X,Z) = (x + tX, z + tZ).

For every section (x, z(x), X(x), Z(x)) of TRm+n → R
m, its composition with

µt and the first projection gives the map x 7→ x + tX(x). If we proceed in a
similar way as above, we deduce

Proposition. There is a canonical flow-natural transformation ι : JrT → TJr

and its restriction JrV → V Jr is the canonical flow-natural equivalence.

39.10. Remark. Let us notice that ι : TJr → JrT cannot be an equivalence
for dimension reasons if m > 0. The flow-natural transformations on jet bundles
were presented as a useful tool in [Mangiarotti, Modugno, 83].

It is instructive to derive the coordinate description of ιRm+n at least in the
case r = 1. Let us write a map f : (Rm+n α−→ R

m) → (Rm+n β−→ R
m) in the

form zk = fk(xi, yp), wq = fq(xi, yp). In order to get the action of J1f in the
extended sense on j1

0s = (yp, ypi ) we have to consider the map (β ◦ f ◦ s)−1 = f̃ ,
xi = f̃ i(z). So zk = fk(f̃(z), yp(f̃(z))) and we evaluate that the matrix ∂f̃ i/∂zk

is the inverse matrix to ∂fk/∂xi + (∂fk/∂yp)ypi (the invertibility of this matrix
is exactly the condition on j1

0s to lie in the domain of J1f). Now the coordinates
wqk of J1f(j1

0s) are

wqk =
∂fq

∂xj
∂f̃ j

∂zk
+
∂fq

∂yp
ypj
∂f̃ j

∂zq
.

Consider the canonical coordinates xi, yp on Y = R
m+n and the additional

coordinates ypi or Xi, Y p or ypi , Xi
j , Y

p
i or ypi , ξi, ηp, ηpi on J1Y or TY or J1TY

or TJ1Y , respectively. If j1
xs = (xi, yp, Xj , Y q, yrk, X

`
m, Y

s
n ), then

J1(µY )t(j1
0s) = (xi + tXi, yp + tY p, ȳqj (t))

ȳpi (t)(δij + tXi
j) = (ypi + tY pi )δij .

Differentiating by t at 0 we get

ιRm+n(xi, yp, Xj , Y q, yrk, X
`
m, Y

s
n ) = (xi, yp, yrk, X

j , Y q, Y s` − ysmXm
` ).

This formula corresponds to the definition in [Mangiarotti, Modugno, 83].
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40. Natural transformations

40.1. The first part of this section is concerned with natural transformations
with a Weil bundle as the source. In this case we get a result similar to the
Yoneda lemma well known from general category theory. Namely, each point in
a Weil bundle TAM is an equivalence class of mappings in C∞(Rn,M) where n
is the width of the Weil algebra A, see 35.15, and the canonical projections yield
a natural transformation α : C∞(Rn, ) → TA. Hence given any bundle functor
F on Mf , every natural transformation χ : TA → F gives rise to the natural
transformation χ ◦ α : C∞(Rn, ) → F and this is determined by the value of
(χ ◦ α)Rn(idRn). So in order to classify all natural transformations χ : TA → F
we have to distinguish the possible values v := χRn ◦ αRn(idRn) ∈ FRn. Let
us recall that for every natural transformation χ between bundle functors on
Mf all maps χM are fibered maps over idM , see 14.11. Hence v ∈ F0R

n and
another obvious condition is Ff(v) = Fg(v) for all maps f , g : Rn → M with
jAf = jAg. On the other hand, having chosen such v ∈ F0R

n, we can define
χvM (jAf) = Ff(v) and if all these maps are smooth, then they form a natural
transformation χv : TA → F .

So from the technical point of view, our next considerations consist in a
better description of the points v with the above properties. In particular, we
deduce that it suffices to verify Ff(v) = Fi(v) for all maps f : Rn → R

n+1 with
jAf = jAi where i : Rn → R

n+1, x 7→ (x, 0).

40.2. Definition. For every Weil algebra A of width n and for every bun-
dle functor F on Mf , an element v ∈ F0R

n is called A-admissible if jAf =
jAi implies Ff(v) = Fi(v) for all f ∈ C∞(Rn,Rn+1). We denote by SA(F ) ⊂
S = F0R

n the set of all A-admissible elements.

40.3. Proposition. For every Weil algebra A of width n and every bundle
functor F on Mf , the map

χ 7→ χRn(jAidRn)

is a bijection between the natural transformations χ : TA → F and the subset of
A-admissible elements SA(F ) ⊂ F0R

n.

The proof consists in two steps. First we have to prove that each v ∈ SA(F )
defines the transformation χv : TA → F at the level of sets, cf. 40.1, and then
we have to verify that all maps χvM are smooth.

40.4. Lemma. Let F : Mf → FM be a bundle functor and A be a Weil
algebra of width n. For each point v ∈ SA(F ) and for all mappings f , g : Rn →
M the equality jAf = jAg implies Ff(v) = Fg(v).

Proof. The proof is a straightforward generalization of the proof of theorem 22.3
with m = 0. Therefore we shall present it in a rather condensed form.

During the whole proof, we may restrict ourselves to mappings f , g : Rn → R
k

of maximal rank. The reason lies in the regularity of all bundle functors onMf ,
cf. 22.3 and 20.7.
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The canonical local form of a map f : Rn → R
n+1 of maximal rank is i and

therefore the assertion is trivial for the dimension k = n+ 1.
Since the equivalence on the spaces C∞(Rn,Rk) determined by A is compat-

ible with the products of maps, we can complete the proof as in 22.3.(b) and
22.3.(e) with m = 0, jr0 replaced by jA and Sn replaced by SA(F ). �

Let us remark that for m = 0 theorem 22.3 follows easily from this lemma.
Indeed, we can take the Weil algebra A corresponding to the bundle T rn+1

n of
n-dimensional velocities of order rn+1. Then jAf = jAg if and only if jrn+1

0 f =
j
rn+1
0 g and according to the assumptions in 22.3, SA(F ) = Sn. By the general

theory, the order rn+1 extends from the standard fiber Sn to all objects of
dimension n.

40.5. Lemma. For every Weil algebra A of width n and every smooth curve
c : R→ TAR

k there is a smoothly parameterized family of maps γ : R×Rn → R
k

such that jAγt = c(t).

Proof. There is an ideal A in the algebra of germs En = C∞0 (Rn,R), cf. 35.5,
such that A = En/A. Write Drn = Mr+1 where M is the maximal ideal in
En, and Drn = En/Drn, i.e. TDrn = T rn . Then A ⊃ Drn for suitable r and so we
get the linear projection Drn → A, jr0f 7→ jAf . Let us choose a smooth section
s : A → D

r
n of this projection. Now, given a curve c(t) = jAft in TAR

k there
are the canonical polynomial representatives gt of the jets s(jAft). If c(t) is
smooth, then gt is a smoothly parameterized family of polynomials and so jAgt
is a smooth curve with jAgt = c(t). �

Proof of proposition 40.3. Given a natural transformation χ : TA → F , the value
χRn(jAidRn) is an A-admissible element in F0R

n. On the other hand, every
A-admissible element v ∈ SA(F ) determines the maps χv

Rk
: TARk → FRk,

χv
Rk

(jAf) = Ff(v) and all these maps are smooth. By the definition, χv
Rn

obey
the necessary commutativity relations and so they determine the unique natural
transformation χv : TA → F with χv

Rn
(v) = v. �

40.6. Let us apply proposition 40.3 to the case F = T (r), the r-th order tangent
functor. The elements in the standard fiber of T (r)

R
n are the linear forms on

the vector space Jr0 (Rn,R)0 and for every Weil algebra A of width n one verifies
easily that such a form ω lies in SA(T (r)) if and only if ω(jr0g) = 0 for all g with
jAg = jA0.

As a simple illustration, we find all natural transformations T q1 → T (r). Every
element jr0f ∈ T r∗0 R = Jr0 (R,R)0 has the canonical representative f(x) = a1x+
a2x

2+· · ·+arxr. Let us define 1-forms vi ∈ T (r)
0 R by vi(jr0f) = ai, i = 1, 2, . . . , r.

Since jDq1f = jq0f , the forms vi are Dq1-admissible if and only if i ≤ q. So
the linear space of all natural transformations T q1 → T (r) is generated by the
linearly independent transformations χvi , i = 1, . . . ,min{q, r}. The maps χviM
can be described as follows. Every jq0g ∈ T

q
1M determines a curve g : R → M

through x = g(0) up to the order q and given any jrxf ∈ Jrx(M,R)0 the value
χviM (jq0g)(jrxf) is obtained by the evaluation of the i-th order term in f ◦g : R→ R
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at 0 ∈ R. So χviM (jq0g) might be viewed as the i-th derivative on Jrx(M,R)0 in
the direction jq0g.

In general, given any vector bundle functor F on Mf , the natural transfor-
mations TA → F carry a vector space structure and the corresponding set SA(F )
is a linear subspace in F0R

n. In particular, the space of all natural transforma-
tions TA → F is a finite dimensional vector space with dimension bounded by
the dimension of the standard fiber F0R

n.
As an example let us consider the two natural vector bundle structures given

by πTM : TTM → TM and TπM : TTM → TM which form linearly indepen-
dent natural transformations TT → T . For dimension reasons these must form
a basis of the linear space of all natural transformations TT → T . Analogously
the products TπM ∧ πTM : TTM → Λ2TM generate the one-dimensional space
of all natural transformations TT → Λ2T and there are no non-zero natural
transformations TT → ΛpT for p > 2.

40.7. Remark. [Mikulski, to appear a] also determined the natural operators
transforming functions on a manifold M of dimension at least two into functions
on FM for every bundle functor F : Mf → FM. All of them have the form
f 7→ h ◦ Ff , f ∈ C∞(M,R), where h is any smooth function h : FR→ R.

40.8. Natural transformations T (r) → T (r). Now we are going to show that
there are no other natural transformations T (r) → T (r) beside the real multiples
of the identity. Thus, in this direction the properties of T (r) are quite different
from the higher order product preserving functors where the corresponding Weil
algebras have many endomorphisms as a rule. Let us remark that from the
technical point of view we shall prove the proposition in all dimensions separately
and only then we ‘join’ all these partial results together.

Proposition. All natural transformations T (r) → T (r) form the one-parameter
family

X 7→ kX, k ∈ R.

Proof. If xi are local coordinates on a manifold M , then the induced fiber co-
ordinates ui, ui1i2 , . . . , ui1...ir (symmetric in all indices) on T r∗1 M correspond
to the polynomial representant uixi + ui1i2x

i1xi2 + · · · + ui1...irx
i1 . . . xir of a

jet from T r∗1 M . A linear functional on (T r∗1 M)x with the fiber coordinates Xi,
Xi1i2 , . . . , Xi1...ir (symmetric in all indices) has the form

(1) Xiui +Xi1i2ui1i2 + · · ·+Xi1...irui1...ir .

Let yp be some local coordinates on N , let Y p, Y p1p2 , . . . , Y p1...pr be the induced
fiber coordinates on T (r)N and yp = fp(xi) be the coordinate expression of a
map f : M → N . If we evaluate the jet composition from the definition of the
action of the higher order tangent bundles on morphisms, we deduce by (1) the
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coordinate expression of T (r)f

(2)

Y p =
∂fp

∂xi
Xi +

1
2!

∂2fp

∂xi1∂xi2
Xi1i2 + · · ·+ 1

r!
∂rfp

∂xi1 . . . ∂xir
Xi1...ir

...

Y p1...ps =
∂fp1

∂xi1
. . .

∂fps

∂xis
Xi1...is + . . .

...

Y p1...pr =
∂fp1

∂xi1
. . .

∂fpr

∂xir
Xi1...ir

where the dots in the middle row denote a polynomial expression, each term of
which contains at least one partial derivative of fp of order at least two.

Consider first T (r) as a bundle functor on the subcategory Mfm ⊂ Mf .
According to (2), its standard fiber S = T

(r)
0 R

m is a Grm-space with the following
action

(3)

X̄i = aijX
j + aij1j2X

j1j2 + · · ·+ aij1...jrX
j1...jr

...

X̄i1...is = ai1j1 . . . a
is
js
Xj1...js + . . .

...

X̄i1...ir = ai1j1 . . . a
ir
jr
Xj1...jr

where the dots in the middle row denote a polynomial expression, each term of
which contains at least one of the quantities aij1j2 , . . . , a

i
j1...jr

. Write

(Xi, Xi1i2 , . . . , Xi1...ir ) = (X1, X2, . . . , Xr).

By the general theory, the natural transformations T (r) → T (r) correspond
to Grm-equivariant maps f = (f1, f2, . . . , fr) : S → S. Consider first the equiv-
ariance with respect to the homotheties in GL(m) ⊂ Grm. Using (3) we obtain

(4)

kf1(X1, . . . , Xs, . . . , Xr) = f1(kX1, . . . , k
sXs, . . . , k

rXr)
...

ksfs(X1, . . . , Xs, . . . , Xr) = fs(kX1, . . . , k
sXs, . . . , k

rXr)
...

krfr(X1, . . . , Xs, . . . , Xr) = fr(kX1, . . . , k
sXs, . . . , k

rXr).

By the homogeneous function theorem (see 24.1), f1 is linear in X1 and in-
dependent of X2, . . . , Xr, while fs = gs(Xs) + hs(X1, . . . , Xs−1), where gs is
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linear in Xs and hs is a polynomial in X1, . . . , Xs−1, 2 ≤ s ≤ r. Further,
the equivariancy of f with respect to the whole subgroup GL(m) implies that
gs is a GL(m)-equivariant map of the s-th symmetric tensor power SsRm into
itself. By the invariant tensor theorem (see 24.4), gs = csXs (or explicitly,
gi1...is = csX

i1...is) with cs ∈ R.
Now let us use the equivariance with respect to the kernel Br1 of the jet

projection Grm → GL(m), i.e. aij = δij . The first line of (3) implies

(5) c1X
i + aij1j2(c2Xj1j2 + hj1j2(X1))+

+ · · ·+ aij1...jr (crX
j1...jr + hj1...jr (X1, . . . , Xr−1)) =

= c1(Xi + aij1j2X
j1j2 + · · ·+ aij1...jrX

j1...jr ).

Setting aij1...js = 0 for all s > 2, we find c2 = c1 and hj1j2(X1) = 0. By a
recurrence procedure of similar type we further deduce

cs = c1, hj1...js(X1, . . . , Xs−1) = 0

for all s = 3, . . . , r.
This implies that the restriction of every natural transformation T (r) → T (r)

to each subcategory Mfm is a homothety with a coefficient km. Taking into
account the injection R→ R

m, x 7→ (x, 0, . . . , 0) we find km = k1. �

40.9. Remark. We remark that all natural tensors of type
(

1
1

)
on both T (r)M

and the so-called extended r-th order tangent bundle (Jr(M,R))∗ are determined
in [Gancarzewicz, Kolář, to appear].

41. Star bundle functors

The tangent functor T is a covariant functor on the category Mf , but its
dual T ∗ can be interpreted as a covariant functor on the subcategory Mfm of
local diffeomorphisms of m-manifolds only. In this section we explain how to
treat functors with a similar kind of contravariant character like T ∗ on the whole
category Mf .

41.1. The category of star bundles. Consider a fibered manifold Y → M
and a smooth map f : N →M . Let us recall that the induced fibered manifold
f∗Y → N is given by the pullback

f∗Y w
fY

u

Y

u
N w

f
M

The restrictions of the fibered morphism fY to individual fibers are diffeomor-
phisms and we can write

f∗Y = {(x, y); x ∈ N, y ∈ Yf(x)}, fY (x, y) = y.
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Clearly (f ◦ g)∗Y ∼= g∗(f∗Y ). Let us consider another fibered manifold Y ′ →M
over the same base, and a base-preserving fibered morphism ϕ : Y → Y ′. Given
a smooth map f : N → M , by the pullback property there is a unique fibered
morphism f∗ϕ : f∗Y → f∗Y ′ such that

(1) fY ′ ◦ f∗ϕ = ϕ ◦ fY .

The pullbacks appear in many well known constructions in differential geome-
try. For example, given manifolds M , N and a smooth map f : M → N , the
cotangent mapping T ∗f transforms every form ω ∈ T ∗f(x)N into T ∗fω ∈ T ∗xM .
Hence the mapping f∗(T ∗N) → T ∗M is a morphism over the identity on M .
We know that the restriction of T ∗ to manifolds of any fixed dimension and local
diffeomorphisms is a bundle functor on Mfm, see 14.9, and it seems that the
construction could be functorial on the whole category Mf as well. However
the codomain of T ∗ cannot be the category FM.

Definition. The category FM∗ of star bundles is defined as follows. The ob-
jects coincide with those of FM, but morphisms ϕ : (Y → M) → (Y ′ → M ′)
are couples (ϕ0, ϕ1) where ϕ0 : M →M ′ is a smooth map and ϕ1 : (ϕ0)∗Y ′ → Y
is a fibered morphism over idM . The composition of morphisms is given by

(2) (ψ0, ψ1) ◦ (ϕ0, ϕ1) = (ψ0 ◦ ϕ0, ϕ1 ◦ ((ϕ0)∗ψ1)).

Using the formulas (1) and (2) one verifies easily that this is a correct definition
of a category. The base functor B : FM∗ →Mf is defined by B(Y →M) = M ,
B(ϕ0, ϕ1) = ϕ0.

41.2. Star bundle functors. A star bundle functor on Mf is a covariant
functor F : Mf → FM∗ satisfying

(i) B ◦ F = IdMf , so that the bundle projections determine a natural trans-
formation p : F → IdMf .

(ii) If i : U → M is an inclusion of an open submanifold, then FU = p−1
M (U)

and Fi = (i, ϕ1) where ϕ1 : i∗(FM) → FU is the canonical identification
i∗(FM) ∼= p−1

M (U) ⊂ FM .
(iii) Every smoothly parameterized family of mappings is transformed into a

smoothly parameterized one.
Given a smooth map f : M → N we shall often use the same notation Ff for

the second component ϕ in Ff = (f, ϕ). We can also view the star bundle func-
tors as rules transforming any manifoldM into a fiber bundle pM : FM →M and
any smooth map f : M → N into a base-preserving morphism Ff : f∗(FN) →
FM with F (idM ) = idFM and F (g ◦ f) = Ff ◦ f∗(Fg).

41.3. The associated maps. A star bundle functor F is said to be of order r
if for every maps f , g : M → N and every point x ∈ M , the equality jrxf = jrxg
implies Ff |(f∗(FN))x = Fg|(g∗(FN))x, where we identify the fibers (f∗(FN))x
and (g∗(FN))x.

Let us consider an r-th order star bundle functor F : Mf → FM∗. For every
r-jet A = jrxf ∈ Jrx(M,N)y we define a map FA : FyN → FxM by

(1) FA = Ff ◦ (fFN |(f∗(FN))x)−1,
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where fFN : f∗(FN) → FN is the canonical map. Given another r-jet B =
jryg ∈ Jry (N,P )z, we have

F (B ◦A) = Ff ◦ (f∗(Fg)) ◦ (fg∗(FP )|(f∗g∗(FP ))x)−1 ◦ (gFP |(g∗(FP ))y)−1.

Applying 41.1.(1) to individual fibers, we get

(fFN |(f∗(FN))x)−1 ◦ Fg = f∗(Fg) ◦ (fg∗(FP )|(f∗g∗(FP ))x)−1

and that is why

F (B ◦A) = Ff ◦ (fFN |(f∗FN)x)−1 ◦ Fg ◦ (gFP |(g∗FP )y)−1(2)
= FA ◦ FB.

For any two manifolds M , N we define

(3) FM,N : FN ×N Jr(M,N)→ FM, (q, A) 7→ FA(q).

These maps are called the associated maps to F .

Proposition. The associated maps to any finite order star bundle functor are
smooth.

Proof. This follows from the regularity and locality conditions in the way shown
in the proof of 14.4. �

41.4. Description of finite order star bundle functors. Let us consider
an r-th order star bundle functor F . We denote (Lr)op the dual category to
Lr, Sm = F0R

m, m ∈ N0, and we call the system S = {S0, S1, . . . } the system
of standard fibers of F , cf. 14.21. The restrictions `m,n : Sn × Lrm,n → Sm,
`m,n(s,A) = FA(s), of the associated maps 41.3.(3) form the induced action of
(Lr)op on S. Indeed, given another jet B ∈ Lr(n, p) equality 41.3.(2) implies

`m,p(s,B ◦A) = `m,n(`n,p(s,B), A).

On the other hand, let ` be an action of (Lr)op on a system S = {S0, S1, . . . }
of smooth manifolds and denote `m the left actions of Grm on Sm given by
`m(A, s) = `m,m(s,A−1). We shall construct a star bundle functor L from these
data. We put LM := P rM [Sm; `m] for all manifolds M and similarly to 14.22 we
also get the action on morphisms. Given a map f : M → N , x ∈ M , f(x) = y,
we define a map FA : FyN → FxM ,

FA({v, s}) = {u, `m,n(s, v−1 ◦A ◦ u)},

where m = dimM , n = dimN , A = jrxf , v ∈ P ryN , s ∈ Sn, and u ∈ P rxM is
chosen arbitrarily. The verification that this is a correct definition of smooth
maps satisfying F (B ◦A) = FA ◦FB is quite analogous to the considerations in
14.22 and is left to the reader. Now, we define Lf |(f∗(FN))x = FA ◦ fFN and
it follows directly from 41.1.(1) that L(g ◦ f) = Lf ◦ f∗(Lg).
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Theorem. There is a bijective correspondence between the set of all r-th order
star bundle functors on Mf and the set of all smooth actions of the category
(Lr)op on systems S of smooth manifolds.

Proof. In the formulation of the theorem we identify naturally equivalent func-
tors. Given an r-th order star bundle functor F , we have the induced action `
of (Lr)op on the system of standard fibers. So we can construct the functor L.
Analogously to 14.22, the associated maps define a natural equivalence between
F and L. �

41.5 Remark. We clarified in 14.24 that the actions of the category Lr on
systems of manifolds are in fact covariant functors Lr →Mf . In the same way,
actions of (Lr)op correspond to covariant functors (Lr)op →Mf or, equivalently,
to contravariant functors Lr →Mf , which will also be denoted by Finf. Hence
we can summarize: r-th order bundle functors correspond to covariant smooth
functors Lr → Mf while r-th order star bundle functors to the contravariant
ones.

41.6. Example. Consider a manifold Q and a point q ∈ Q. To any manifold M
we associate the fibered manifold FM = Jr(M,Q)q

α−→M and a map f : N →M
is transformed into a map Ff : f∗(FM)→ FN defined as follows. Given a point
b ∈ f∗(Jr(M,Q)q), b = (x, jrf(x)g), we set Ff(b) = jrx(g ◦ f) ∈ Jr(N,Q)q. One
verifies easily that F is a star bundle functor of order r. Let us mention the
corresponding contravariant functor Lr →Mf . We have Finf(m) = Jr0 (Rm, Q)q
and for arbitrary jets jr0f ∈ Lrm,n, jr0g ∈ Finf(m) it holds Finf(jr0f)(jr0g) =
jr0(g ◦ f).

41.7. Vector bundle functors and vector star bundle functors. Let F
be a bundle functor or a star bundle functor on Mf . By the definition of the
induced action and by the construction of the (covariant or contravariant) func-
tor Finf : Lr → Mf , the values of the functor F belong to the subcategory of
vector bundles if and only if the functor Finf takes values in the category Vect of
finite dimensional vector spaces and linear mappings. But using the construction
of dual objects and morphisms in the category Vect, we get a duality between
covariant and contravariant functors Finf : Lr → Vect. The corresponding dual-
ity between vector bundle functors and vector star bundle functors is a source
of interesting geometric objects like r-th order tangent vectors, see 12.14 and
below.

41.8. Examples. Let us continue in example 41.6. If the manifold Q happens
to be a vector space and the point q its origin, we clearly get a vector star bundle
functor. Taking Q = R we get the r-th order cotangent functor T r∗. If we set
Q = R

k, then the corresponding star bundle functor is the functor T r∗k of the
(k, r)-covelocities, cf. 12.14.

The dual vector bundle functor to T r∗ is the r-th order tangent functor. The
dual functor to the (k, r)-covelocities is the functor T r�k , see 12.14.
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Remarks

Most of the exposition concerning the bundle functors on Mf is based on
[Kolář, Slovák, 89], but the prolongation of Lie groups was described in [Kolář,
83]. The generalization to bundle functors on FMm follows [Slovák, 91].

The existence of the canonical flow-natural transformation FT → TF was
first deduced by A. Kock in the framework of the so called synthetic differential
geometry, see e.g. [Kock, 81]. His unpublished note originated in a discussion
with the first author. Then the latter developed, with consent of the former, the
proof of that result dealing with classical manifolds only.

The description of all natural transformations with the source in a Weil bundle
by means of some special elements in the standard fiber is a generalization of
an idea from [Kolář, 86] due to [Mikulski, 89 b]. The natural transformations
T (r) → T (r) were first classified in [Kolář, Vosmanská, 89].
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CHAPTER X.
PROLONGATION OF VECTOR FIELDS

AND CONNECTIONS

This section is devoted to systematic investigation of the natural operators
transforming vector fields into vector fields or general connections into general
connections. For the sake of simplicity we also speak on the prolongations of vec-
tor fields and connections. We first determine all natural operators transforming
vector fields on a manifold M into vector fields on a Weil bundle over M . In the
formulation of the result as well as in the proof we use heavily the technique of
Weil algebras. Then we study the prolongations of vector fields to the bundle
of second order tangent vectors. We like to comment the interesting general
differences between a product-preserving functor and a non-product-preserving
one in this case. For the prolongations of projectable vector fields to the r-jet
prolongation of a fibered manifold, which play an important role in the varia-
tional calculus, we prove that the unique natural operator, up to a multiplicative
constant, is the flow operator.

Using the flow-natural equivalence we construct a natural operator transform-
ing general connections on Y → M into general connections on TAY → TAM
for every Weil algebra A. In the case of the tangent functor we determine all
first-order natural operators transforming connections on Y → M into connec-
tions on TY → TM . This clarifies that the above mentioned operator is not the
unique natural operator in general. Another class of problems is to study the
prolongations of connections from Y → M to FY → M , where F is a functor
defined on local isomorphisms of fibered manifolds. If we apply the idea of the
flow prolongation of vector fields, we see that such a construction depends on an
r-th order linear connection on the base manifold, provided r means the horizon-
tal order of F . In the case of the vertical tangent functor we obtain the operator
defined in another way in chapter VII. For the functor J1 of the first jet prolon-
gation of fibered manifolds we deduce that all natural operators transforming
a general connection on Y → M and a linear connection on M into a general
connection on J1Y → M form a simple 4-parameter family. In conclusion we
study the prolongation of general connections from Y →M to V Y → Y . From
the general point of view it is interesting that such an operator exists only in the
case of affine bundles (with vector bundles as a special sub case). But we can
consider arbitrary connections on them (i.e. arbitrary nonlinear connections in
the vector bundle case).

Electronic edition of: Natural Operations in Differential Geometry, Springer-Verlag, 1993



42. Prolongations of vector fields to Weil bundles 351

42. Prolongations of vector fields to Weil bundles

Let F be an arbitrary natural bundle over m-manifolds. We first deduce
some general properties of the natural operators A : T  TF , i.e. of the natural
operators transforming every vector field on a manifold M into a vector field on
FM . Starting from 42.7 we shall discuss the case that F is a Weil functor.

42.1. One general example of a natural operator T  TF is the flow operator
F of a natural bundle F defined by

FMX = ∂
∂t

∣∣
0
F (FlXt )

where FlX means the flow of a vector field X on M , cf. 6.19.
The composition TF = T ◦ F is another bundle functor on Mfm and the

bundle projection of T is a natural transformation TF → F . Assume we have
a natural transformation i : TF → TF over the identity of F . Then we can
construct further natural operators T  TF by using the following lemma, the
proof of which consists in a standard diagram chase.

Lemma. If A : T  TF is a natural operator and i : TF → TF is a natural
transformation over the identity of F , then i ◦ A : T  TF is also a natural
operator. �

42.2. Absolute operators. This is another class of natural operators T  
TF , which is related with the natural transformations F → F . Let 0M be the
zero vector field on M .

Definition. A natural operator A : T  TF is said to be an absolute operator,
if AMX = AM0M for every vector field X on M .

It is easy to check that, for every natural operator A : T  TF , the operator
transforming every X ∈ C∞(TM) into AM0M is also natural. Hence this is an
absolute operator called associated with A.

Let LM be the Liouville vector field on TM , i.e. the vector field generated by
the one-parameter group of all homotheties of the vector bundle TM →M . The
rule transforming every vector field on M into LM is the simplest example of
an absolute operator in the case F = T . The naturality of this operator follows
from the fact that every homothety is a natural transformation T → T . Such a
construction can be generalized. Let ϕ(t) be a smooth one-parameter family of
natural transformations F → F with ϕ(0) = id, where smoothness means that
the map (ϕ(t))M : R× FM → FM is smooth for every manifold M . Then

Φ(M) = ∂
∂t

∣∣
0

(ϕ(t))M

is a vertical vector field on FM . The rule X 7→ Φ(M) for every X ∈ C∞(TM)
is an absolute operator T  TF , which is said to be generated by ϕ(t).

42.3. Lemma. For an absolute operator A : T  TF every AM0M is a vertical
vector field on FM .

Proof. Let J : U → FM , U ⊂ R × FM , be the flow of AM0M and let Jt be
its restriction for a fixed t ∈ R. Assume there exists W ∈ FxM and t ∈ R such
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that pMJt(W ) = y 6= x, where pM : FM → M is the bundle projection. Take
f ∈ Diff(M) with the identity germ at x and f(y) 6= y, so that the restriction
of Ff to FxM is the identity. Since AM0M is a vector field Ff -related with
itself, we have Ff ◦Jt = Jt ◦Ff whenever both sides are defined. In particular,
pM (Ff)Jt(W ) = fpMJt(W ) = f(y) and pMJt(Ff)(W ) = pMJt(W ) = y,
which is a contradiction. Hence the value of AM0M at every W ∈ FM is a
vertical vector. �

42.4. Order estimate. It is well known that every vector field X on a manifold
M with non-zero value at x ∈M can be expressed in a suitable local coordinate
system centered at x as the constant vector field

(1) X = ∂
∂x1 .

This simple fact has several pleasant consequences for the study of natural oper-
ators on vector fields. The first of them can be seen in the proof of the following
lemma.

Lemma. LetX and Y be two vector fields onM withX(x) 6= 0 and jrxX = jrxY .
Then there exists a local diffeomorphism f transforming X into Y such that
jr+1
x f = jr+1

x idM .

Proof. Take a local coordinate system centered at x such that (1) holds. Then
the coordinate functions Y i of Y have the form Y i = δi1 + gi(x) with jr0g

i = 0.
Consider the solution f = (f i(x)) of the following system of equations

δi1 + gi(f1(x), . . . , fm(x)) = ∂fi(x)
∂x1

determined by the initial condition f = id on the hyperplane x1 = 0. Then f
is a local diffeomorphism transforming X into Y . We claim that the k-th order
partial derivatives of f at the origin vanish for all 1 < k ≤ r + 1. Indeed, if
there is no derivative along the first axis, all the derivatives of order higher than
one vanish according to the initial condition, and all other cases follow directly
from the equations. By the same argument we find that the first order partial
derivatives of f at the origin coincide with the partial derivatives of the identity
map. �

This lemma enables us to derive a simple estimate of the order of the natural
operators T  TF .

42.5.Proposition. If F is an r-th order natural bundle, then the order of every
natural operator A : T  TF is less than or equal to r.

Proof. Assume first X(x) 6= 0 and jrxX = jrxY , x ∈M . Taking a local diffeomor-
phism f of lemma 42.4, we have locally AMY = (TFf) ◦ AMX ◦ (Ff)−1. But
TF is an (r + 1)-st order natural bundle, so that jr+1

x f = jr+1
x idM implies that

the restriction of TFf to the fiber of TFM → M over x is the identity. Hence
AMY |FxM = AMX|FxM . In the case X(x) = 0 we take any vector field Z with
Z(x) 6= 0 and consider the one-parameter families of vector fields X + tZ and
Y + tZ, t ∈ R. For every t 6= 0 we have AM (X + tZ)|FxM = AM (Y + tZ)|FxM
by the first part of the proof. Since A is regular, this relation holds for t = 0 as
well. �
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42.6. Let S be the standard fiber of an r-th order bundle functor F on Mfm,
let Z be the standard fiber of TF and let q : Z → S be the canonical projection.
Further, let V rm = Jr0TR

m be the space of all r-jets at zero of vector fields on Rm

and let V0 ⊂ V rm be the subspace of r-jets of the constant vector fields on Rm, i.e.
of the vector fields invariant with respect to the translations of Rm. By 18.19
and by proposition 42.5, the natural operators A : T  TF are in bijection with
the associated Gr+1

m -equivariant maps A : V rm × S → Z satisfying q ◦ A = pr2.
Consider the associated maps A1, A2 of two natural operators A1, A2 : T  TF .

Lemma. If two associated maps A1, A2 : V rm × S → Z coincide on V0 × S ⊂
V rm × S, then A1 = A2.

Proof. If X is a vector field on Rm with X(0) 6= 0, then there is a local diffeo-
morphism transforming X into the constant vector field 42.1.(1). Hence if the
Gr+1
m -equivariant maps A1 and A2 coincide on V0 × S, they coincide on those

pairs in V rm×S, the first component of which corresponds to an r-jet of a vector
field with non-zero value at the origin. But this is a dense subset in V rm, so that
A1 = A2. �

42.7. Absolute operators T  TTB. Consider a Weil functor TB . (We
denote a Weil algebra by an unusual symbol B here, since A is taken for natural
operators.) By 35.17, for any two Weil algebras B1 and B2 there is a bijection
between the set of all algebra homomorphisms Hom(B1, B2) and the set of all
natural transformations TB1 → TB2 on the whole category Mf . To determine
all absolute operators T  TTB , we shall need the same result for the natural
transformations TB1 → TB2 on Mfm, which requires an independent proof. If
B = R × N is a Weil algebra of order r, we have a canonical action of Grm on
(TBRm)0 = Nm defined by

(jr0f)(jBg) = jB(f ◦ g)

Assume both B1 and B2 are of order r. In 14.12 we have explained a canonical
bijection between the natural transformations TB1 → TB2 on Mfm and the
Grm-maps Nm

1 → Nm
2 . Hence it suffices to deduce

Lemma. All Grm-maps Nm
1 → Nm

2 are induced by algebra homomorphisms
B1 → B2.

Proof. Let H : Nm
1 → Nm

2 be a Grm-map. Write H = (hi(y1, . . . , ym)) with
yi ∈ N1. The equivariance of H with respect to the homotheties in i(G1

m) ⊂ Grm
yields khi(y1, . . . , ym) = hi(ky1, . . . , kym), k ∈ R, k 6= 0. By the homogeneous
function theorem, all hi are linear maps. Expressing the equivariance of H
with respect to the multiplication in the direction of the i-th axis in Rm, we
obtain hj(0, . . . , yi, . . . , 0) = hj(0, . . . , kyi, . . . , 0) for j 6= i. This implies that
hj depends on yj only. Taking into account the exchange of the axis in Rm, we
find hi = h(yi), where h is a linear map N1 → N2. On the first axis in Rm

consider the map x 7→ x + x2 completed by the identities on the other axes.
The equivariance of H with respect to the r-jet at zero of the latter map implies
h(y) + h(y)2 = h(y + y2) = h(y) + h(y2). This yields h(y2) = (h(y))2 and by
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polarization we obtain h(yȳ) = h(y)h(ȳ). Hence h is an algebra homomorphism
N1 → N2, that is uniquely extended to a homomorphism B1 → B2 by means of
the identity of R. �

42.8. The group AutB of all algebra automorphisms of B is a closed subgroup
in GL(B), so that it is a Lie subgroup by 5.5. Every element of its Lie algebra
D ∈ AutB is tangent to a one-parameter subgroup d(t) and determines a vector
field D(M) tangent to (d(t))M for t = 0 on every bundle TBM . By 42.2, the
constant maps X 7→ D(M) for all X ∈ C∞(TM) form an absolute operator
op(D) : T  TTB , which will be said to be generated by D.

Proposition. Every absolute operator A : T  TTB is of the form A = op(D)
for a D ∈ AutB.

Proof. By 42.3, AM0M is a vertical vector field. Since AM0M is Ff -related with
itself for every f ∈ Diff(M), every transformation Jt of its flow corresponds to a
natural transformation of TB into itself. By lemma 42.7 there is a one-parameter
group d(t) in AutB such that Jt = (d(t))M . �

42.9. We recall that a derivation of B is a linear map D : B → B satisfying
D(ab) = D(a)b + aD(b) for all a, b ∈ B. The set of all derivations of B is
denoted by DerB. The Lie algebra of GL(B) is the space L(B,B) of all linear
maps B → B. We have DerB ⊂ L(B,B) and AutB ⊂ GL(B).

Lemma. DerB coincides with the Lie algebra of AutB.

Proof. If ht is a one-parameter subgroup in AutB, then its tangent vector be-
longs to DerB, since

∂
∂t

∣∣
0
ht(ab) = ∂

∂t

∣∣
0
ht(a)ht(b) =

(
∂
∂t

∣∣
0
ht(a)

)
b+ a

(
∂
∂t

∣∣
0
ht(b)

)
.

To prove the converse, let us consider the exponential mapping L(B,B) →
GL(B). For every derivation D the Leibniz formula

Dk(ab) =
k∑
i=0

(
k

i

)
Di(a)Dk−i(b)

holds. Hence the one-parameter group ht =
∑∞
k=0

tk

k!D
k satisfies

ht(ab) =
∞∑
k=0

k∑
i=0

tk

k!

(
k

i

)
Di(a)Dk−i(b)

=
∞∑
k=0

k∑
i=0

ti

i!D
i(a) tk−i

(k−i)!D
k−i(b)

=

( ∞∑
k=0

tk

k!D
k(a)

) ∞∑
j=0

tj

j!D
j(b)

 = ht(a)ht(b). �
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42.10. Using the theory of Weil algebras, we determine easily all natural trans-
formations TTB → TTB over the identity of TB . The functor TTB corresponds
to the tensor product of algebras B⊗D of B with the algebra D of dual numbers,
which is identified with B ×B endowed with the following multiplication

(1) (a, b)(c, d) = (ac, ad+ bc)

the products of the components being in B. The natural transformations of TTB
into itself over the identity of TB correspond to the endomorphisms of (1) over
the identity on the first factor.

Lemma. All homomorphisms of B⊗D ∼= B×B into itself over the identity on
the first factor are of the form

(2) h(a, b) = (a, cb+D(a))

with any c ∈ B and any D ∈ DerB.

Proof. On one hand, one verifies directly that every map (2) is a homomorphism.
On the other hand, consider a map h : B × B → B × B of the form h(a, b) =
(a, f(a) + g(b)), where f , g : B → B are linear maps. Then the homomorphism
condition for h requires af(c) + ag(d) + cf(a) + cg(b) = f(ac) + g(bc + ad)).
Setting b = d = 0, we obtain af(c) + cf(a) = f(ac), so that f is a derivation.
For a = d = 0 we have g(bc) = cg(b). Setting b = 1 and c = b we find
g(b) = g(1)b. �

42.11. There is a canonical action of the elements of B on the tangent vectors
of TBM , [Morimoto, 76]. It can be introduced as follows. The multiplication of
the tangent vectors of M by reals is a map m : R × TM → TM . Applying the
functor TB , we obtain TBm : B×TBTM → TBTM . By 35.18 we have a natural
identification TTBM ∼= TBTM . Then TBm can be interpreted as a map B ×
TTBM → TTBM . Since the algebra multiplication in B is the TB-prolongation
of the multiplication of reals, the action of c ∈ B on (a1, . . . , am, b1, . . . , bm) ∈
TTBR

m = B2m has the form

(1) c(a1, . . . , am, b1, . . . , bm) = (a1, . . . , am, cb1, . . . , cbm).

In particular this implies that for every manifold M the action of c ∈ B on
TTBM is a natural tensor afM (c) of type

(
1
1

)
on M . (The tensors of type

(
1
1

)
are sometimes called affinors, which justifies our notation.)

By lemma 42.1 and 42.10, if we compose the flow operator TB of TB with
all natural transformations TTB → TTB over the identity of TB , we obtain the
following system of natural operators T  TTB

(2) af(c) ◦ TB + op(D) for all c ∈ B and all D ∈ DerB.
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42.12. Theorem. All natural operators T  TTB are of the form 42.11.(2).

Proof. The standard fibers in the sense of 42.6 are S = Nm and Z = Nm×Bm.
Let A : V rm × Nm → Nm × Bm be the associated map of a natural operator
A : T  TTB and let A0 = A|V0 ×Nm. Write y ∈ N , (X,Y ) ∈ B = R×N and
(vi) ∈ V0, so that vi ∈ R. Then the coordinate expression of A0 has the form
yi = yi and

Xi = fi(vi, yi), Yi = gi(vi, yi)

Taking into account the inclusion i(G1
m) ⊂ Gr+1

m , one verifies directly that V0

is a G1
m-invariant subspace in V rm. If we study the equivariance of (fi, gi) with

respect to G1
m, we deduce in the same way as in the proof of lemma 42.7

(1) Xi = f(yi) + kvi, Yi = g(yi) + h(vi)

where f : N → R, g : N → N , h : R→ N are linear maps and k ∈ R.
Setting vi = 0 in (1), we obtain the coordinate expression of the absolute

operator associated with A in the sense of 42.2. By proposition 42.8 and lemmas
42.3 and 42.9, f = 0 and g is a derivation in N , which is uniquely extended into
a derivation DA in B by requiring DA(1) = 0. On the other hand, h(1) ∈ N , so
that cA = k + h(1) is an element of B.

Consider the natural transformation HA : TTB → TTB determined by cA and
DA in the sense of lemma 42.10. Since the flow of every constant vector field on
R
m is formed by the translations, its TB-prolongation on TBR

m = R
m ×Nm is

formed by the products of the translations on Rm and the identity map on Nm.
This implies that A and the associated map of HA ◦ TB coincide on V0 × Nm.
Applying lemma 42.6, we prove our assertion. �

42.13. Example. In the special case of the functor T r1 of 1-dimensional veloc-
ities of arbitrary order r, which is used in the geometric approach to higher
order mechanics, we interpret our result in a direct geometric way. Given
some local coordinates xi on M , the r-th order Taylor expansion of a curve
xi(t) determines the induced coordinates yi1, . . . , y

i
r on T r1M . Let Xi = dxi,

Y i1 = dyi1, . . . , Y
i
r = dyir be the additional coordinates on TT r1M . The element

x+〈xr+1〉 ∈ R[x]/〈xr+1〉 defines a natural tensor afM (x+〈xr+1〉) =: QM of type(
1
1

)
on T r1M , the coordinate expression of which is QM (Xi, Y i1 , Y

i
2 , . . . , Y

i
r ) =

(0, Xi, Y i1 , . . . , Y
i
r−1). We remark that this tensor was introduced in another way

by [de León, Rodriguez, 88]. The reparametrization xi(t) 7→ xi(kt), 0 6= k ∈ R,
induces a one-parameter group of diffeomorphisms of T r1M that generates the
so called generalized Liouville vector field LM on T r1M with the coordinate ex-
pression Xi = 0, Y is = syis, s = 1, . . . , r. This gives rise to an absolute operator
L : T  TT r1 . If we ‘translate’ theorem 42.12 from the language of Weil algebras,
we deduce that all natural operators T  TT r1 form a (2r+1)-parameter family
linearly generated by the following operators

T r1 , Q ◦ T r1 , . . . , Qr ◦ T r1 , L, Q ◦ L, . . . , Qr−1 ◦ L.

For r = 1, i.e. if we have the classical tangent functor T , we obtain a 3-
parameter family generated by the flow operator T , by the so-called vertical lift
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Q ◦ T and by the classical Liouville field on TM . (The vertical lift transforms
every section X : M → TM into a vertical vector field on TM determined by the
translations in the individual fibers of TM .) The latter result was deduced by
[Sekizawa, 88a] by the method of differential equations and under an additional
assumption on the order of the operators.

42.14. Remark. The natural operators T  TT rk were studied from a slightly
different point of view by [Gancarzewicz, 83a]. He has assumed in addition
that all maps AM : C∞(TM)→ C∞(TT rkM) are R-linear and that every AMX,
X ∈ C∞(TM) is a projectable vector field on T rkM . He has determined and
described geometrically all such operators. Of course, they are of the form
af(c)◦T rk , for all c ∈ Drk. It is interesting to remark that from the list 42.11.(2) we
know that for every natural operator A : T  TTB every AMX is a projectable
vector field on TBM . The description of the absolute operators in the case of
the functor T rk is very simple, since all natural equivalences T rk → T rk correspond
to the elements of Grk acting on the velocities by reparametrization. We also
remark that for r = 1 Janyška determined all natural operators T  TT 1

k by
direct evaluation, [Krupka, Janyška, 90].

43. The case of the second order tangent vectors

Theorem 42.12 implies that the natural operators transforming vector fields
to product preserving bundle functors have several nice properties. Some of
them are caused by the functorial character of the Weil algebras in question. It
is useful to clarify that for the non-product-preserving functors on Mf one can
meet a quite different situation. As a concrete example we discuss the second
order tangent vectors defined in 12.14. We first deduce that all natural operators
T  TT (2) form a 4-parameter family. Then we comment its most significant
properties which differ from the product-preserving case.

43.1. Since T (2) is a functor with values in the category of vector bundles, the
multiplication of vectors by real numbers determines the Liouville vector field
LM on every T (2)M . Clearly, X 7→ LM , X ∈ C∞(TM) is an absolute operator
T  TT (2). Further, we have a canonical inclusion TM ⊂ T (2)M . Using
the fiber translations on T (2)M , we can extend every section X : M → TM
into a vector field V (X) on T (2)M . This defines a second natural operator
V : T  TT (2). Moreover, if we iterate the derivative X(Xf) of a function
f : M → R with respect to a vector field X on M , we obtain, at every point
x ∈ M , a linear map from (T 2∗

1 M)x into the reals, i.e. an element of T (2)
x M .

This determines a first order operator C∞(TM)→ C∞(T (2)M), the coordinate
form of which is

(1) Xi ∂
∂xi 7→ Xj ∂Xi

∂xj
∂
∂xi +XiXj ∂2

∂xi∂xj

Since every section of the vector bundle T (2) can be extended, by means of fiber
translations, into a vector field constant on each fiber, we get from (1) another
natural operator D : T  TT (2). Finally, T (2) means the flow operator as usual.
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43.2. Proposition. All natural operators T  TT (2) form the 4-parameter
family

(1) k1T (2) + k2V + k3L+ k4D, k1, k2, k3, k4 ∈ R.

Proof. By proposition 42.5, every natural operator A : T  TT (2) has order
≤ 2. Let V 2

m = J2
0 (TRm), S = T

(2)
0 R

m, Z = (TT (2))0R
m and q : Z → S

be the canonical projection. We have to determine all G3
m-equivariant maps

f : V 2
m × S → Z satisfying q ◦ f = pr2. The action of G3

m on V 2
m is

(2) X̄i = aijX
j , X̄i

j = aiklã
k
jX

l + aikX
k
l ã

l
j

while for Xi
jk we shall need the action

(3) X̄i
jk = Xi

jk + aijklX
l

of the kernel K3 of the jet projection G3
m → G2

m only. The action of G2
m on S is

(4) ūi = aiju
j + aijku

jk, ūij = aika
j
lu
kl,

see 40.8.(2). The induced coordinates on Z are Y i = dxi, U i = dui, U ij = duij ,
and (4) implies

(5)

Ȳ i =aijY
j

Ū i =aijku
jY k + aijU

j + aijklY
lujk + aijkU

jk

Ū ij =aikma
j
lu
klY m + aika

j
lmu

klY m + aika
j
lU

kl.

Using (4) we find the following coordinate expression of the flow operator T (2)

(6) Xi ∂
∂xi +

(
Xi
ju
j +Xi

jku
jk
)

∂
∂ui +

(
Xi
ku

kj +Xj
ku

ik
)

∂
∂uij .

Consider the first series of components

Y i = f i(Xj , Xk
l , X

m
np, u

q, urs)

of the associated map of A. The equivariance of f i with respect to the kernel
K3 reads

f i(Xj , Xk
l , X

m
np, u

q, urs) = f i(Xj , Xk
l , X

m
np + amnptX

t, uq, urs).

This implies that f i are independent of Xi
jk. Then the equivariance with respect

to the subgroup aij = δij yields

f i(Xj , Xk
l , u

m, unp) = f i(Xj , Xk
l + aklqX

q, um + amrsu
rs, unp).
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This gives f i = f i(Xj , ukl). Using the homotheties in i(G1
m) ⊂ G3

m, we obtain
f i = f i(Xj). Example 24.14 then implies

(7) Y i = kXi.

Consider further the difference A − kT (2) with k taken from (7) and denote
by hi, hij its components. We evaluate easily

(8) aika
j
lh
kl(Xm, Xn

p , X
q
rs, u

t, uuv) = hij(X̄m, X̄n
p , X̄

q
rs, ū

t, ūuv).

Quite similarly as in the first step we deduce hij = hij(Xk, ulm). By homogene-
ity and the invariant tensor theorem, we then obtain

(9) hij = cuij + aXiXj .

For hi, we find

(10) aijh
j(Xk, X l

m, X
n
pq, u

r, ust) + caijku
jk + aaijkX

jXk =

= hi(X̄k, X̄ l
m, X̄

n
pq, ū

r, ūst).

By (3), hi is independent of Xi
jk. Then the homogeneity condition implies

(11) hi = f ij(X
k
l )Xj + gij(X

k
l )uj .

For Xi = 0, the equivariance of (11) with respect to the subgroup aij = δij reads

(12) gij(X
k
l )uj + caijku

jk = gij(X
k
l )(uj + ajklu

kl).

Hence gij(X
k
l ) = cδij . The remaining equivariance condition is

(13) f ij(X
k
l )Xj + aaijkX

jXk = f ij(X
k
l + aklmX

m)Xj .

This implies that all the first order partial derivatives of f ij(X
k
l ) are constant, so

that f ij are at most linear in Xk
l . By the invariant tensor theorem, f ij(X

k
l )Xj =

eXjXi
j + bXi. Then (13) yields e = a, i.e.

(14) hi = cui + bXi + aXjXi
j .

This gives the coordinate expression of (1). �

43.3. Remark. For a Weil functor TB , all natural operators T  TTB are of
the form H ◦ TB , where H is a natural transformation TTB → TTB over the
identity of TB . For T (2), one evaluates easily that all natural transformations
H : TT (2) → TT (2) over the identity of T (2) form the following 3-parameter
family

Y i =k1Y
i,

U i =k1U
i + k2Y

i + k3u
i,

U ij =k1U
ij + k3u

ij ,

see [Doupovec, 90]. Hence the operators of the form H ◦T (2) form a 3-parameter
family only, in which the operator D is not included.
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43.4. Remark. In the case of Weil bundles, theorem 42.12 implies that the
difference between a natural operator T  TTB and its associated absolute
operator is a linear operator. This is no more true for the non-product-preserving
functors, where the operator D is the simplest counter-example.

43.5. Remark. The operators T (2), V and L transform every vector field on a
manifold M into a vector field on T (2)M tangent to the subbundle TM ⊂ T (2)M ,
but D does not. With a little surprise we can express it by saying that the
natural operator D : T  TT (2) is not compatible with the natural inclusion
TM ⊂ T (2)M .

43.6. Remark. Recently [Mikulski, to appear b], has solved the general prob-
lem of determining all natural operators T  TT (r), r ∈ N. All such operators
form an (r+2)-parameter family linearly generated by the flow operator, by the
Liouville vector field of T (r) and by the analogies of the operator D from 43.1
defined by f 7→ X · · ·X︸ ︷︷ ︸

k-times

f , k = 1, . . . , r.

44. Induced vector fields on jet bundles

44.1. Let F be a bundle functor on FMm,n. The idea of the flow prolongation
of vector fields can be applied to the projectable vector fields on every object
p : Y → M of FMm,n. The flow Flηt of a projectable vector field η on Y is
formed by the local isomorphisms of Y and we define the flow operator F of F
by

FY η = ∂
∂t

∣∣
0
F (Flηt ).

The general concept of a natural operator A transforming every projectable
vector field on Y ∈ ObFMm,n into a vector field on FY was introduced in
section 18. We shall denote such an operator briefly by A : Tproj  TF .

44.2. Lemma. If F is an r-th order bundle functor on FMm,n, then the order
of every natural operator Tproj  TF is ≤ r.

Proof. This is quite similar to 42.5, see [Kolář, Slovák, 90] for the details. �

44.3. We shall discuss the case F is the functor Jr of the r-th jet prolongation
of fibered manifolds. We remark that a simple evaluation leads to the following
coordinate formula for J 1η

J 1η = ηi ∂
∂xi + ηp ∂

∂yp +
(
∂ηp

∂xi + ∂ηp

∂yq y
q
i −

∂ηj

∂xi y
p
j

)
∂
∂ypi

provided η = ηi(x) ∂
∂xi + ηp(x, y) ∂

∂yp , see [Krupka, 84]. To evaluate J rη, we
have to iterate this formula and use the canonical inclusion Jr(Y → M) ↪→
J1(Jr−1(Y →M)→M).
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Proposition. Every natural operator A : Tproj  TJr is a constant multiple of
the flow operator J r.
Proof. Let V r be the space of all r-jets of the projectable vector fields on
R
n+m → R

m with source 0 ∈ Rm+n, let V 0 ⊂ V r be the space of all r-jets
of the constant vector fields and V0 ⊂ V 0 be the subset of all vector fields with
zero component in Rn. Further, let Sr or Zr be the fiber of Jr(Rm+n → R

m)
or TJr(Rm+n → R

m) over 0 ∈ Rm+n, respectively. By lemma 44.2 and by the
general theory, we have to determine all Gr+1

m,n-maps A : V r × Sr → Zr over the
identity of Sr. Analogously to section 42, every projectable vector field on Y
with non-zero projection to the base manifold can locally be transformed into
the vector field ∂

∂x1 . Hence A is determined by its restriction A0 to V0 × Sr.
However, in the first part of the proof we have to consider the restriction A0 of
A to V 0 × Sr for technical reasons.

Having the canonical coordinates xi and yp on Rm+n, let Xi, Y p be the
induced coordinates on V 0, let ypα, 1 ≤ |α| ≤ r, be the induced coordinates on
Sr and Zi = dxi, Zp = dyp, Zpα = dypα be the additional coordinates on Zr. The
restriction A0 is given by some functions

Zi = f i(Xj , Y q, ysβ)

Zp = fp(Xi, Y q, ysβ)

Zpα = fpα(Xi, Y q, ysβ).

Let us denote by gi, gp, gpα the restrictions of the corresponding f ’s to V0 × Sr.
The flows of constant vector fields are formed by translations, so that their r-jet
prolongations are the induced translations of Jr(Rm+n → R

m) identical on the
standard fiber. Therefore J r ∂

∂x1 = ∂
∂x1 and it suffices to prove

gi = kXi, gp = 0, gpα = 0.

We shall proceed by induction on the order r. It is easy to see that the ac-
tion of i(G1

m × G1
n) ⊂ Gr+1

m,n on all quantities is tensorial. Consider the case
r = 1. Using the equivariance with respect to the homotheties in i(G1

n), we
obtain f i(Xj , Y p, yql ) = f i(Xj , kY p, kyql ), so that f i depends on Xi only. Then
the equivariance of f i with respect to i(G1

m) yields f i = kXi by 24.7. The equiv-
ariance of fp with respect to the homotheties in i(G1

n) gives kfp(Xi, Y q, ysj ) =
fp(Xi, kY q, kysj ). This kind of homogeneity implies fp = hpq(X

i)Y q+hpjq (Xi)yqj
with some smooth functions hpq , h

pj
q . Using the homotheties in i(G1

m), we fur-
ther obtain hpq(kX) = hpq(X) and hpjq (kX) = khpjq (X). Hence hpq = const
and hpjq is linear in Xi. Then the generalized invariant tensor theorem yields
fp = aY p + bypiX

i, a, b ∈ R. Applying the same procedure to fpi , we find
fpi = cypi , c ∈ R.

Consider the injection G2
n ↪→ G2

m,n determined by the products with the
identities on Rm. The action of an element (apq , a

r
st) of the latter subgroup is

given by

ȳpi = apqy
q
i(2)

Z̄pi = apqty
q
iZ

t + apqZ
q
i(3)
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and V0 is an invariant subspace. In particular, (3) with apq = δpq gives an equiv-
ariance condition

cypi = bapqty
q
i y
t
jX

j + cypi .

This yields b = 0, so that gp = 0. Further, the subspace V0 is invariant with the
respect to the inclusion of G1

m,n into G2
m,n. The equivariance of fpi with respect

to an element (δij , δ
p
q , a

p
i ) ∈ G1

m,n means cypi = c(ypi + api ). Hence c = 0, which
completes the proof for r = 1.

For r ≥ 2 it suffices to discuss the g’s only. Using the homotheties in i(G1
n),

we find that gpi1···is(X
j , yqβ), 1 ≤ |β| ≤ r, is linear in yqβ . The homotheties in

i(G1
m) and the generalized invariant tensor theorem then yield

(4) gpi1···is = W p
i1···is + csy

p
i1···isis+1···irX

is+1 . . . Xir

where W p
i1···is do not depend on ypi1···ir , s = 1, . . . , r − 1, and

gpi1···ir = cry
p
i1···ir(5)

gp = b1y
p
iX

i + · · ·+ bry
p
i1···irX

i1 . . . Xir .(6)

Similarly to the first order case, we have an inclusion Gr+1
n ↪→ Gr+1

m,n determined
by the products of diffeomorphisms on Rn with the identity of Rm. One finds
easily the following transformation law

(7) ȳpi1···is = apqy
q
i1···is + F pi1···is + apq1···qsy

q1
i1
. . . yqsis

where F pi1···is is a polynomial expression linear in apα with 2 ≤ |α| ≤ s − 1 and
independent of ypi1···is . This implies

(8) Z̄pi1···is = apqZ
q
i1···is +Gpi1···is + apq1···qsqs+1

yq1i1 . . . y
qs
is
Zqs+1

where Gpi1···is is a polynomial expression linear in apα with 2 ≤ |α| ≤ s and linear
in Zpα, 0 ≤ |α| ≤ s− 1.

We deduce that every gpi1···is , 0 ≤ s ≤ r− 1 , is independent of ypi1···ir . On the
kernel of the jet projection Gr+1

n → Grn, (8) for r = s gives

0 = apq1···qrqr+1
yq1i1 . . . y

qr
ir
gqr+1 .

Hence gp = 0. On the kernel of the jet projection Grn → Gr−1
n , (8) with s =

1, . . . , r − 1, implies

0 = csa
p
q1...qry

q1
i1
. . . yqrirX

is+1 . . . Xir ,

i.e. cs = 0. By projectability, gi and gpα, 0 ≤ |α| ≤ r − 1, correspond to a
Grm,n-equivariant map V0 × Sr−1 → Zr−1. By the induction hypothesis, gpα = 0
for all 0 ≤ |α| ≤ r − 1. Then on the kernel of the jet projection Gr+1

n → Gr−1
n

(8) gives 0 = cra
p
q1...qry

q1
i1
. . . yqrir , i.e. gpi1···ir = 0. �

Electronic edition of: Natural Operations in Differential Geometry, Springer-Verlag, 1993



45. Prolongations of connections to FY →M 363

44.4. Bundles of contact elements. Consider the bundle functor Kr
n on

Mfm of the n-dimensional contact elements of order r defined in 12.15.

Proposition. Every natural operator A : T  TKr
n is a constant multiple of

the flow operator Krn.

Proof. It suffices to discuss the case M = R
m. Consider the canonical fibration

R
m = R

n × Rm−n → R
n. As remarked at the end of 12.16, there is an identifi-

cation of an open dense subset in Kr
nR

m with Jr(Rm → R
n). By definition, on

this subset it holds J rξ = Krnξ for every projectable vector field ξ on Rm → R
n.

Since the operator A commutes with the action of all diffeomorphisms preserving
fibration Rm → R

n, the restriction of A to ∂
∂x1 is a constant multiple of Krn( ∂

∂x1 )
by proposition 44.3. But every vector field on Rm can be locally transformed
into ∂

∂x1 in a neighborhood of any point where it does not vanish. �

We find it interesting that we have finished our investigation of the basic
properties of the natural operators T  TF for different bundle functors on
Mfm by an example in which the constant multiples of the flow operator are
the only natural operators T  TF .

44.5. Remark. [Kobak, 91] determined all natural operators T  TT ∗ and
T  T (TT ∗) for manifolds of dimension at least two. Let T ∗ be the flow operator
of the cotangent bundle, LM : T ∗M → TT ∗M be the vector field generated by
the homotheties of the vector bundle T ∗M and ωM : TM ×M T ∗M → R be the
evaluation map. Then all natural operators T  TT ∗ are of the form f(ω)T ∗+
g(ω)L, where f , g ∈ C∞(R,R) are any smooth functions of one variable. In
the case F = TT ∗ the result is of similar character, but the complete list is
somewhat longer, so that we refer the reader to the above mentioned paper.

45. Prolongations of connections to FY → M

45.1. In 31.1 we deduced that there is exactly one natural operator transforming
every general connection on Y → M into a general connection on V Y → M .
However, one meets a quite different situation when replacing fibered manifold
V Y →M e.g. by the first jet prolongation J1Y →M of Y . Pohl has observed in
the vector bundle case, [Pohl, 66], that one needs an auxiliary linear connection
on the base manifold M to construct an induced connection on J1Y →M . Our
first goal is to clarify this difference from the conceptual point of view.

45.2. Bundle functors of order (r, s). We recall that two maps f , g of a
fibered manifold p : Y →M into another manifold determine the same (r, s)-jet
jr,sy f = jr,sy g at y ∈ Y , s ≥ r, if jryf = jryg and the restrictions of f and g to the
fiber Yp(y) satisfy jsy(f |Yp(y)) = jsy(g|Yp(y)), see 12.19.

Definition. A bundle functor on a category C over FM is said to be of order
(r, s), if for any two C-morphisms f , g of Y into Ȳ

jr,sy f = jr,sy g implies (Ff)|(FY )y = (Fg)|(FY )y.
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For example, the order of the vertical functor V is (0, 1), while the functor of
the first jet prolongation J1 has order (1, 1).

45.3. Denote by Jr,sTY the space of all (r, s)-jets of the projectable vector
fields on Y →M . This is a vector bundle over Y . Let F be a bundle functor on
FMm,n and F denote its flow operator Tproj  TF .

Proposition. If the order of F is (r, s) and η is a projectable vector field on Y ,
then the value (Fη)(u) at every u ∈ (FY )y depends only on jr,sy η. The induced
map

FY ⊕ Jr,sTY → T (FY )

is smooth and linear with respect to Jr,sTY .

Proof. Smoothness can be proved in the same way as in 14.14. Linearity follows
directly from the linearity of the flow operator F . �

45.4. Let Γ be a general connection on p : Y → M . Considering the Γ-lift
Γξ of a vector field ξ on M , one sees directly that jr,sy Γξ depends on jrp(y)ξ

only, y ∈ Y . Let F be a bundle functor on FMm,n of order (r, s). If we
combine the map of proposition 45.3 with the lifting map of Γ, we obtain a
map F̃Γ: FY ⊕ JrTM → TFY linear in JrTM . Let Λ: TM → JrTM be
an r-th order linear connection on M , i.e. a linear splitting of the projection
πr0 : JrTM → TM . By linearity, the composition

(1) F̃Γ ◦ (idFY ⊕ Λ): FY ⊕ TM → TFY

is a lifting map of a general connection on FY →M .

Definition. The general connection F(Γ,Λ) on FY →M with lifting map (1)
is called the F -prolongation of Γ with respect to Λ.

If the order of F is (0, s), we need no connection Λ on M . In particular, every
connection Γ on Y → M induces in such a way a connection VΓ on V Y → M ,
which was already mentioned in remark 31.4.

45.5. We show that the construction of F(Γ,Λ) behaves well with respect to
morphisms of connections. Given an FM-morphism f : Y → Ȳ over f0 : M →
M̄ and two general connections Γ on p : Y → M and Γ̄ on p̄ : Ȳ → M̄ , one sees
easily that Γ and Γ̄ are f -related in the sense of 8.15 if and only if the following
diagram commutes

TY w
Tf

T Ȳ

Y ⊕ TM w
f ⊕ Tf0

u

Γ

Ȳ ⊕ TM̄

u

Γ̄

In such a case f is also called a connection morphism of Γ into Γ̄. Further, two
r-th order linear connections Λ: TM → JrTM and Λ̄ : TM̄ → JrTM̄ are called
f0-related, if for every z ∈ TxM it holds

Λ̄(Tf0(z)) ◦ (jrxf0) = (jrzTf0) ◦ Λ(z).

Let F be as in 45.4.
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Proposition. If Γ and Γ̄ are f -related and Λ and Λ̄ are f0-related, then F(Γ,Λ)
and F(Γ̄, Λ̄) are Ff -related.

Proof. The lifting map of F(Γ,Λ) can be determined as follows. For every
X ∈ TxM we take a vector field ξ on M such that jrxξ = Λ(X) and we construct
its Γ-lift Γξ. Then F(Γ,Λ)(u) is the value of the flow prolongation F(Γξ) at
u ∈ FxY . Let Λ̄(Tf0(X)) = jrx̄ξ̄, x̄ = f0(x). If Λ and Λ̄ are f0-related, the
vector fields ξ and ξ̄ are f0-related up to order r at x. Since Γ and Γ̄ are f -
related, the restriction of F(Γξ) over x and the restriction of F(Γ̄ξ) over x̄ are
Ff -related. �

45.6. In many concrete cases, the connection F(Γ,Λ) is of special kind. We are
going to deduce a general result of this type.

Let C be a category over FM, cf. 51.4. Analogously to example 1 from 18.18,
a projectable vector field η on Y ∈ ObC is called a C-field, if its flow is formed by
local C-morphisms. For example, for the category PB(G) of smooth principal G-
bundles, a projectable vector field η on a principal fiber bundle is a PB(G)-field
if and only if η is right-invariant. For the category VB of smooth vector bundles,
one deduces easily that a projectable vector field η on a vector bundle E is a
VB-field if and only if η is a linear morphism E → TE, see 6.11. A connection Γ
on (p : Y →M) ∈ ObC is called a C-connection, if Γξ is a C-field for every vector
field ξ on M . Obviously, a PB(G)-connection or a VB-connection is a classical
principal or linear connection, respectively.

More generally, a projectable family of tangent vectors along a fiber Yx, i.e. a
section σ : Yx → TY such that Tp◦σ is a constant map, is said to be a C-family,
if there exists a C-field η on Y such that σ is the restriction of η to Yx. We shall
say that the category C is infinitesimally regular, if any projectable vector field
on a C-object the restriction of which to each fiber is a C-family is a C-field.

Proposition. If F is a bundle functor of a category C over FM into an in-
finitesimally regular category D over FM and Γ is a C-connection, then F(Γ,Λ)
is a D-connection for every Λ.

Proof. By the construction that we used in the proof of proposition 45.5, the
F(Γ,Λ)-lift of every vector X ∈ TM is a D-family. Since D is infinitesimally
regular, the F(Γ,Λ)-lift of every vector field on TM is a D-field. �

45.7. In the special case F = J1 we determine all natural operators trans-
forming a general connection on Y → M and a first order linear connection
Λ on M into a general connection on J1Y → M . Taking into account the
rigidity of the symmetric linear connections on M deduced in 25.3, we first as-
sume Λ to be without torsion. Thus we are interested in the natural operators
J1 ⊕QτP 1B  J1(J1 → B).

On one hand, Γ and Λ induce the J1-prolongation J 1(Γ,Λ) of Γ with respect
to Λ. On the other hand, since J1Y is an affine bundle with associated vec-
tor bundle V Y ⊗ T ∗M , the section Γ: Y → J1Y determines an identification
IΓ : J1Y ∼= V Y ⊗ T ∗M . The vertical prolongation VΓ of Γ is linear over Y , see
31.1.(3), so that we can construct the tensor product VΓ ⊗ Λ∗ with the dual
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connection Λ∗ on T ∗M , see 47.14 and 47.15. The identification IΓ transforms
VΓ⊗ Λ∗ into another connection P (Γ,Λ) on J1Y →M .

45.8. Proposition. All natural operators J1 ⊕ QτP 1B  J1(J1 → B) form
the one-parameter family

(1) tP + (1− t)J 1, t ∈ R.

Proof. In usual local coordinates, let

(2) dyp = F pi (x, y)dxi

be the equations of Γ and

(3) dξi = Λijk(x)ξjdxk

be the equations of Λ. By direct evaluation, one finds the equations of J 1(Γ,Λ)
in the form (2) and

(4) dypi =
(
∂Fpj
∂xi +

∂Fpj
∂yq y

q
i + Λkji(F

p
k − y

p
k)
)
dxj

while the equations of P (Γ,Λ) have the form (2) and

(5) dypi =
(
∂Fpj
∂yq (yqi − F

q
i ) + ∂Fpi

∂xj + ∂Fpi
∂yq F

q
j − Λkij(y

p
k − F

p
k )
)
dxj .

First we discuss the operators of first order in Γ and of order zero in Λ.
Let S1 = J1

0 (J1(Rn+m → R
m) → R

n+m) be the standard fiber from 27.3,
S0 = J1

0 (Rm+n → R
m), Λ = (QτP 1

R
m)0 and Z = J1

0 (J1(Rm+n → R
m)→ R

m).
By using the general theory, the operators in question correspond to G2

m,n-maps
S1 × Λ × S0 → Z over the identity of S0. The canonical coordinates on S1 are
ypi , ypiq, y

p
ij and the action of G2

m,n is given by 27.3.(1)-(3). On S0 we have the
well known coordinates Y pi and the action

(6) Ȳ pi = apqY
q
j ã

j
i + apj ã

j
i .

The standard coordinates on Λ are Λijk = Λikj and the action is

(7) Λ̄ijk = ailΛ
l
mnã

m
j ã

n
k + ailmã

l
j ã
m
k .

The induced coordinates on Z are zpi , Zpi , Zpij and one evaluates easily that the
action on both zpi and Zpi has form (6), while

(8)
Z̄pij = apqZ

q
klã

k
i ã
l
j + apqrz

q
kZ

r
l ã
k
i ã
l
j + apqkZ

q
l ã
k
i ã
l
j

+ apqlz
q
kã
k
i ã
l
j + apqz

q
kã
k
ij + apkã

k
ij + apklã

k
i ã
l
j .
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Write Y = (Y pi ), y = (ypi ), y1 = (ypiq), y2 = (ypij), Λ = (Λijk). Then the
coordinate form of a map f : S1×Λ×S0 → Z over the identity of S0 is zpi = Y pi
and

(9)
Zpi = fpi (Y, y, y1, y2,Λ)

Zpij = fpij(Y, y, y1, y2,Λ).

The equivariance of fpi with respect to the homotheties in i(G1
m) yields

kfpi = fpi (kY, ky, ky1, k
2y2, kΛ)

so that fpi is linear in Y , y, y1, Λ and independent of y2. The homotheties in
i(G1

n) give that fpi is independent of y1 and Λ. By the generalized invariant
tensor theorem 27.1, the equivariance with respect to i(G1

m ×G1
n) implies

fpi = aY pi + bypi .

Then the equivariance with respect to the subgroup K characterized by aij = δij ,
apq = δpq yields

b = 1− a.

For fpij the homotheties in i(G1
m) and i(G1

n) give

k2fpij = fpij(kY, ky, ky1, k
2y2, kΛ)

kfpij = fpij(kY, ky, y1, ky2,Λ)

so that fpij is linear in y2 and bilinear in the pairs (Y, y1),(y, y1), (Y,Λ), (y,Λ).
Considering equivariance with respect to i(G1

m×G1
n), we obtain fpij in the form

of a 16-parameter family

fpij = k1y
p
ij + k2y

p
ji + k3Y

p
i y

q
qj + k4Y

p
j y

q
qi + k5Y

q
i y

p
qj + k6Y

q
j y

p
qi

+ k7y
p
i y
q
qj + k8y

p
j y
q
qi + k9y

q
i y
p
qj + k10y

q
jy
p
qi + k11Y

p
k Λkij

+ k12Y
p
i Λkkj + k13Y

p
j Λkki + k14y

p
kΛkij + k15y

p
i Λkkj + k16y

p
jΛkki.

Evaluating the equivariance with respect to K, we find a = 0 and such relations
among k1, . . . , k16, which correspond to (1).

Furthermore, 23.7 implies that every natural operator of our type has finite
order. Having a natural operator of order r in Γ and of order s in Λ, we shall
deduce r = 1 and s = 0, which corresponds to the above case. Let α and γ be
multi indices in xi and β be a multi index in yp. The associated map of our
operator has the form zpi = Y pi and

Zpi = fpi (Y, yαβ ,Λγ), Zpij = fpij(Y, yαβ ,Λγ)

where |α|+ |β| ≤ r, |γ| ≤ s. Using the homotheties in i(G1
m), we obtain

kfpi = fpi (kY, k1+|α|yαβ , k
1+|γ|Λγ).
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Hence fpi is linear in Y , yβ and Λ, and is independent of the variables with
|α| > 0 or |γ| > 0. The homotheties in i(G1

n) then imply that fpi is independent
of yβ with |β| > 1. For fpij , the homotheties in i(G1

m) yield

(10) k2fpij = fpij(kY, k
1+|α|yαβ , k

1+|γ|Λγ)

so that fpij is a polynomial independent of the variables with |α| > 1 or |γ| > 1.
The homotheties in i(G1

n) imply

(11) kfpij = fpij(kY, k
1−|β|yαβ ,Λγ)

for |α| ≤ 1, |γ| ≤ 1. Combining (10) with (11) we deduce that fpij is independent
of yαβ for |α|+ |β| > 1 and Λγ for |γ| > 0. �

45.9. Using a similar procedure as in 45.8 one can prove that the use of a
linear connection on the base manifold for a natural construction of an induced
connection on J1Y →M is unavoidable. In other words, the following assertion
holds, a complete proof of which can be found in [Kolář, 87a].

Proposition. There is no natural operator J1  J1(J1 → B).

45.10. If we admit an arbitrary linear connection Λ on the base manifold in
the above problem, the natural operators QP 1  QP 1 from proposition 25.2
must appear in the result. By proposition 25.2, all natural operators QP 1  
T ⊗ T ∗ ⊗ T ∗ form a 3-parameter family

N(Λ) = k1S + k2I ⊗ Ŝ + k3Ŝ ⊗ I.

By 12.16, J1(J1Y → M) is an affine bundle with associated vector bundle
V J1Y ⊗ T ∗M . We construct some natural ‘difference tensors’ for this case.
Consider the exact sequence of vector bundles over J1Y established in 12.16

0 −→ V Y ⊗J1Y T
∗M −→ V J1Y

V β−−→ V Y −→ 0

where ⊗J1Y denotes the tensor product of the pullbacks over J1Y . The con-
nection Γ determines a map δ(Γ) : J1Y → V Y ⊗ T ∗M transforming every
u ∈ J1Y into the difference u − Γ(βu) ∈ V Y ⊗ T ∗M . Hence for every k1,
k2, k3 we can extend the evaluation map TM ⊕ T ∗M → R into a contraction
〈δ(Γ), N(Λ)〉 : J1Y → V Y ⊗J1Y T

∗M⊗T ∗M ⊂ V J1Y ⊗T ∗M . By the procedure
used in 45.8 one can prove the following assertion, see [Kolář, 87a].

Proposition. All natural operators transforming a connection Γ on Y into a
connection on J1Y →M by means of a linear connection Λ on the base manifold
form the 4-parameter family

tP (Γ, Λ̃) + (1− t)J 1(Γ,Λ) + 〈δ(Γ), N(Λ)〉

t, k1, k2, k3 ∈ R, where Λ̃ means the conjugate connection of Λ.
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46. The cases FY → FM and FY → Y

46.1. We first describe a geometrical construction transforming every connec-
tion Γ on a fibered manifold p : Y →M into a connection TAΓ on TAp : TAY →
TAM for every Weil functor TA. Consider Γ in the form of the lifting map

(1) Γ: Y ⊕ TM → TY.

Such a lifting map is characterized by the condition

(2) (πY , Tp) ◦ Γ = idY⊕TM

where π : T → Id is the bundle projection of the tangent functor, and by the
fact that, if we interpret (1) as the pullback map

p∗TM → TY,

this is a vector bundle morphism over Y . Let κ : TAT → TTA be the flow-natural
equivalence corresponding to the exchange homomorphism A⊗D→ D⊗A, see
35.17 and 39.2.

Proposition. For every general connection Γ: Y ⊕ TM → TY , the map

(3) TAΓ := κY ◦ (TAΓ) ◦ (idTAY ⊕ κ−1
M ) : TAY ⊕ TTAM → TTAY

is a general connection on TAp : TAY → TAM .

Proof. Applying TA to (2), we obtain

(TAπY , TATp) ◦ TAΓ = idTAY⊕TATM .

Since κ is the flow-natural equivalence, it holds κM ◦ TATp ◦ κ−1
Y = TTAp and

TAπY ◦ κ−1
Y = πTAY . This yields

(πTAY , TTAp) ◦ TAΓ = idTA⊕TTAM

so that TAΓ satisfies the analog of (2). Further, one deduces easily that κY :
TATY → TTAY is a vector bundle morphism over TAY . Even κ−1

M : TTAM →
TATM is a linear morphism over TAM , so that the pullback map (TAp)∗κ−1

M :
(TAp)∗TTAM → (TAp)∗TATM is also linear. But we have a canonical iden-
tification (TAp)∗TATM ∼= TA(p∗TM). Hence the pullback form of TAΓ on
(TAp)∗TTAM → TTAY is a composition of three vector bundle morphisms over
TAY , so that it is linear as well. �

46.2. Remark. If we look for a possible generalization of this construction to
an arbitrary bundle functor F on Mf , we realize that we need a natural equiv-
alence FT → TF with suitable properties. However, the flow-natural transfor-
mation FT → TF from 39.2 is a natural equivalence if and only if F preserves
products, i.e. F is a Weil functor. We remark that we do not know any natural
operator transforming general connections on Y → M into general connections
on FY → FM for any concrete non-product-preserving functor F on Mf .
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46.3. Remark. Slovák has proved in [Slovák, 87a] that if Γ is a linear con-
nection on a vector bundle p : E → M , then TAΓ is also a linear connection on
the induced vector bundle TAp : TAE → TAM . Furthermore, if p : P → M is a
principal bundle with structure group G, then TAp : TAP → TAM is a principal
bundle with structure group TAG. Using the ideas from 37.16 one deduces di-
rectly that for every principal connection Γ on P → M the induced connection
TAΓ is also principal on TAP → TAM .

46.4. We deduce one geometric property of the connection TAΓ. If we consider
a general connection Γ on Y →M in the form Γ: Y ⊕ TM → TY , the Γ-lift Γξ
of a vector field ξ : M → TM is given by

(1) (Γξ)(y) = Γ(y, ξ(p(y))), i.e. Γξ = Γ ◦ (idY , ξ ◦ p).

On one hand, Γξ is a vector field on Y and we can construct its flow prolongation
TA(Γξ) = κY ◦ TA(Γξ). On the other hand, the flow prolongation TAξ = κM ◦
TAξ of ξ is a vector field on TAM and we construct its TAΓ-lift (TAΓ)(TAξ).
The following assertion is based on the fact that we have used a flow-natural
equivalence in the definition of TAΓ.

Proposition. For every vector field ξ on M , we have (TAΓ)(TAξ) = TA(Γξ).

Proof. By (1), we have TAΓ(TAξ) = TAΓ ◦ (idTAY , TAξ ◦ TAp) = κY ◦ TAΓ ◦
(idTAY , κ

−1
M ◦ κM ◦ TAξ ◦ TAp) = κY ◦ TA(Γ ◦ (idY , ξ ◦ p)) = TA(Γξ). �

We remark that several further geometric properties of TAΓ are deduced in
[Slovák, 87a].

46.5. Let Γ̄ be another connection on another fibered manifold Ȳ and let
f : Y → Ȳ be a connection morphism of Γ into Γ̄, i.e. the following diagram
commutes

(1)

TY w
Tf

T Ȳ

Y ⊕ TBY w
f ⊕ TBf

u

Γ

Ȳ ⊕ TBȲ

u

Γ̄

Proposition. If f : Y → Ȳ is a connection morphism of Γ into Γ̄, then TAf :
TAY → TAȲ is a connection morphism of TAΓ into TAΓ̄.

Proof. Applying TA to (1), we obtain TATf ◦ TAΓ = (TAΓ̄) ◦ (TAf ⊕ TATBf).
From 46.1.(3) we then deduce directly TTAf ◦TAΓ = TAΓ̄◦(TAf⊕TTABf). �

46.6. The problem of finding all natural operators transforming connections on
Y →M into connections on TAY → TAM seems to be much more complicated
than e.g. the problem of finding all natural operators T  TTA discussed in
section 42. We shall clarify the situation in the case that TA is the classical
tangent functor T and we restrict ourselves to the first order natural operators.

Let T be the operator from proposition 46.1 in the case TA = T . Hence
T transforms every element of C∞(J1Y ) into C∞(J1(TY → TBY )), where
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J1 and J1(T → TB) are considered as bundle functors on FMm,n. Further we
construct a natural ‘difference tensor field’ [CY Γ] for connections on TY → TBY
from the curvature of a connection Γ on Y . Write BY = M . In general, the
difference of two connections on Y is a section of V Y ⊗ T ∗M , which can be
interpreted as a map Y ⊕ TM → V Y . In the case of TY → TM we have TY ⊕
TTM → V (TY → TM). To define the operator [C], consider both canonical
projections pTM , TpM : TTM → TM . If we compose (pTM , TpM ) : TTM →
TM ⊕ TM with the antisymmetric tensor power and take the fibered product
of the result with the bundle projection TY → Y , we obtain a map µY : TY ⊕
TTM → Y ⊕ Λ2TM . Since CY Γ: Y ⊕ Λ2TM → V Y , the values of CY Γ ◦ µY
lie in V Y . Every vector A ∈ V Y is identified with a vector i(A) ∈ V (V Y → Y )
tangent to the curve of the scalar multiples of A. Then we construct [CY Γ](U,Z),
U ∈ TY , Z ∈ TTM by translating i(CY Γ(µY (U,Z))) to the point U in the same
fiber of V (TY → TM). This yields a map [CY Γ] : TY ⊕TTM → V (TY → TM)
of the required type.

46.7. Proposition. All first order natural operators J1  J1(T → TB) form
the following one-parameter family

T + k[C], k ∈ R.

Proof. Let

(1) dyp = F pi (x, y)dxi

be the equations of Γ. Evaluating 46.1.(3) in the case TA = T , one finds that
the equations of T Γ are (1) and

(2) dηp =
(
∂Fpi
∂xj ξ

j + ∂Fpi
∂yq η

q
)
dxi + F pi (x, y)dξi

where ξi = dxi, ηp = dyp are the induced coordinates on TY . The equations of
[CY Γ]

(3) dyp = 0, dηp =
(
∂Fpi
∂xj + ∂Fpi

∂yq F
q
j

)
ξj ∧ dxi

follow directly from the definition.
Let S1 = J1

0 (J1(Rm+n → R
m) → R

m+n), Q = T0(Rm+n), Z = J1
0 (TRm+n

→ TRm) be the standard fibers in question and q : Z → Q be the canonical pro-
jection. According to 18.19, the first order natural operators A : J1  J1(T →
TB) are in bijection with the G2

m,n-maps A : S1×Q→ Z satisfying q ◦A = pr2.
The canonical coordinates ypi , ypiq, y

p
ij on S1 and the action of G2

m,n on S1 are
described in 27.3. It will be useful to replace ypij by Spij and Rpij in the same way
as in 28.2. One sees directly that the action of G2

m,n on Q with coordinates ξi,
ηp is

(4) ξ̄i = aijξ
j , η̄p = api ξ

i + apqη
q.
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The coordinates on Z are ξi, ηp and the quantities Api , B
p
i , Cpi , Dp

i determined
by

(5) dyp = Api dx
i +Bpi dξ

i, dηp = Cpi dx
i +Dp

i dξ
i.

A direct calculation yields that the action of G2
m,n on Z is (4) and

(6)

Āpi = apq

(
Aqj ã

j
i − ã

q
i +Bqj ã

j
ika

k
l ξ
l
)

B̄pi = apqB
q
j ã
j
i

C̄pi = apq
(
−ãqij ξ̄

j − ãqjr ξ̄
jĀri − ã

q
irη̄

r − ãqrsη̄rĀsi
+ Cqj ã

j
i +Dq

j ã
j
ik ξ̄

k
)

D̄p
i = apq

(
−ãqjra

j
kξ
karsB

s
l ã
l
i − ã

q
i − ã

q
rsa

r
kξ
kasuB

u
j ã

j
i

− ãqrsartηtasuBuj ã
j
i +Dq

j ã
j
i

)
.

Write ξ = (ξi), η = (ηp), y = (ypi ), y1 = (ypiq), S = (Spij), R = (Rpij).
I. Consider first the coordinate functions Bpi (ξ, η, y, y1, S, R) of A. The com-

mon kernel L of π2
1 : G2

m,n → G1
m,n and of the projection G2

m,n → G2
m × G2

n

described in 28.2 is characterized by aij = δij , a
p
q = δpq , api = 0, aijk = 0, apqr = 0.

The equivariance of Bpi with respect to L implies that Bpi are independent of y1

and S. Then the homotheties in i(G1
n) ⊂ G2

m,n yield a homogeneity condition

kBpi = Bpi (ξ, kη, ky, kR).

Therefore we have

Bpi = fpiq(ξ)η
q + fpjiq (ξ)yqj + fpjkiq (ξ)Rqjk

with some smooth functions of ξ. Now the homotheties in i(G1
m) give

k−1Bpi = fpiq(kξ)η
q + fpjiq (kξ)k−1yqj + fpjkiq (kξ)k−2Rqjk.

Hence it holds a) fpiq(ξ) = kfpiq(kξ), b) fpjiq (ξ) = fpjiq (kξ), c) kfpjkiq (ξ) = fpjkiq (kξ).
If we let k → 0 in a) and b), we obtain fpiq = 0 and fpjiq = const. The relation
c) yields that fpjkiq is linear in ξ. The equivariance of Bpi with respect to the
whole group i(G1

m×G1
n) implies that fpjiq and fpjkiq correspond to the generalized

invariant tensors. By theorem 27.1 we obtain

Bpi = c1R
p
ijξ

j + c2y
p
i

with real parameters c1, c2. Consider further the equivariance of Bpi with respect
to the subgroup K ⊂ G2

m,n characterized by aij = δij , a
p
q = δpq . This yields

c1R
p
ijξ

j + c2y
p
i = c1R

p
ijξ

j + c2(ypi + api ).
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This relation implies c2 = 0.
II. For Api we obtain in the same way as in I

Api = aRpijξ
j + c3y

p
i .

The equivariance with respect to subgroup K gives c3 = 1 and c1 = 0.
III. Analogously to I and II we deduce

Dp
i = bRpijξ

j + c4y
p
i .

Taking into account the equivariance of Dp
i with respect to K, we find c4 = 1.

IV. Here it is useful to summarize. Up to now, we have deduced

(7) Api = aRpijξ
j + ypi , Bpi = 0, Dp

i = bRpijξ
j + ypi .

Consider the difference A− T , where T is the operator (1) and (2). Write

(8) Epi = Cpi − y
p
ijξ

j − ypiqη
q.

Using apij , we find easily that Epi does not depend on Spij . By (6) and (8), the
action of K on Epi is

(9)
−aãpjqξ

jRqikξ
k + aapqra

q
jξ
jRrikξ

k + aapqrη
qRrijξ

j + Epi − bR
p
jkξ

kajilξ
l

= Epi
(
ξ, ηq + aqjξ

j , yrj + arj , y
s
kt + askt + astuy

u
k , R

)
.

If we set Epi = aypjqξ
jRqikξ

k +F pi , then (9) implies that F pi is independent of y1.
The action of i(G1

m×G1
n) on F pi (ξ, η, y,R) is tensorial. Hence we have the same

situation as for Bpi in I. This implies F pi = kRpijξ
j + eypi . Using once again (9)

we obtain a = b = e = 0. Hence Epi = kRpijξ
j and Cpi = ypijξ

j + ypiqη
q + kRpijξ

j .
Thus we have deduced the coordinate form of our statement. �

46.8. Prolongation of connections to FY → Y . Given a bundle functor
F on Mf and a fibered manifold Y → M , there are three canonical structures
of a fibered manifold on FY , namely FY → M , FY → FM and FY → Y .
Unlike the first two cases, it seems that there should be only poor results on the
prolongation of connections to FY → Y . We first present a negative result for
the case of the tangent functor T .

Proposition. There is no first order natural operator transforming connections
on Y →M into connections on TY → Y .

Proof. We shall use the notation from the proof of proposition 46.7. The equa-
tions of a connection on TY → Y are

dξi = M i
jdx

j +N i
pdy

p, dηp = P pi dx
i +Qpqdy

q.
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One evaluates easily the action formulae ξ̄i = aijξ
j and

M̄ i
j = aikM

k
l ã

l
j + aikN

k
p ã

p
j − a

i
l ã
l
jka

k
mξ

m

N̄ i
p = aijN

j
q ã

q
p.

The homotheties in i(G1
n) give

N i
p = kN i

p(ξ
j , kηq, kyrk, y

s
tl, ky

u
mn).

Hence N i
p = 0. For M i

j , the homotheties in i(G1
n) imply the independence of M i

j

of ηp, ypi , ypij . The equivariance of M i
j with respect to the subgroup K means

M i
j(ξ

j , ypkq) + aijkξ
k = M i

j(ξ
j , ypkq + apkq).

Since the expressions M i
j on both sides are independent of aijk, the differentiation

with respect to aijk yields some relations among ξi only. �

46.9. Prolongation of connections to V Y → Y . We pay special attention
to this problem because of its relation to Finslerian geometry. We are going to
study the first order natural operators transforming connections on Y →M into
connections on V Y → Y , i.e. the natural operators J1  J1(V → Id) where Id
means the identity functor. In this case it will be instructive to start from the
computational aspect of the problem.

Using the notation from 46.7, the equations of a connection on V Y → Y are

(1) dηp = Api (x
j , yq, ηr)dxi +Bpq (xj , yr, ηs)dyq.

The induced coordinates on the standard fiber Z = J1
0 (V (Rm+n → R

m) →
R
m+n) are ηp, Api , B

p
i and the action of G2

m,n on Z has the form

η̄p = apqη
q(2)

Āpi = apqj ã
j
iη
q + apqA

q
j ã
j
i − a

p
qB

q
r ã
r
sa
s
j ã
j
i − a

p
rsã

s
qη
raqj ã

j
i(3)

B̄pq = aprB
r
s ã
s
q + aprsã

s
qη
r.(4)

Our problem is to find all G2
m,n-maps S1 × Rn → Z over the identity on Rn.

Consider first the component Bpq (ηr, ysi , y
t
ju, y

v
kl) of such a map. The homotheties

in i(G1
n) yield

Bpq (ηr, ysi , y
t
ju, y

v
kl) = Bpq (kηr, kysi , y

t
ju, ky

v
kl)

so that Bpq depends on yris only. Then the homotheties in i(G1
m) give Bpq (yris) =

Bpq (kyris), which implies Bpq = const. By the invariant tensor theorem, Bpq = kδpq .
The invariance under the subgroup K reads

kδpq + apqrη
r = kδpq .

This cannot be satisfied for any k. Thus, there is no first order operator J1  
J1(V → Id) natural on the category FMm,n.
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46.10. However, the obstruction is apqr and the condition apqr = 0 characterizes
the affine bundles (with vector bundles as a special case). Let us restrict ourselves
to the affine bundles and continue in the previous consideration. By 46.9.(3),
the action of i(G1

m × G1
n) on Api (η

q, yri , y
s
jt, y

u
kl) is tensorial. Using homotheties

in i(G1
m), we find that Api is linear in ypi , ypiq, but the coefficients are smooth

functions in ηp. Using homotheties in i(G1
n), we deduce that the coefficients by

ypi are constant and the coefficients by ypiq are linear in ηp. By the generalized
invariant tensor theorem, we obtain

(1) Api = aypi + byqqiη
p + cypiqη

q a, b, c ∈ R.

The equivariance of (1) on the subgroup K implies a = −k, b = 0, c = 1. Thus
we have proved

Proposition. All first order operators J1  J1(V → Id) which are natural on
the local isomorphisms of affine bundles form the following one-parameter family

dηp = ypiqη
qdxi + k(dyp − ypi dx

i), k ∈ R.

Remarks

Section 42 is based on [Kolář, 88a]. The order estimate in 42.4 follows an idea
by [Zajtz, 88b] and the proof of lemma 42.7 was communicated by the second
author. The results of section 43 were deduced by [Doupovec, 90]. Section 44
is based on [Kolář, Slovák, 90]. The construction of the connection F(Γ,Λ)
from 45.4 was first presented in [Kolář, 82b]. Proposition 46.7 was proved by
[Doupovec, Kolář, 88]. The relation of proposition 46.10 to Finslerian geometry
was pointed out by B. Kis.
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CHAPTER XI.
GENERAL THEORY

OF LIE DERIVATIVES

It has been clarified recently that one can define the generalized Lie derivative
L̃(ξ,η)f of any smooth map f : M → N with respect to a pair of vector fields
ξ on M and η on N . Given a section s of a vector bundle E → M and a
projectable vector field η on E over a vector field ξ on M , the second component
Lηs : M → E of the generalized Lie derivative L̃(ξ,η)s is called the Lie derivative
of s with respect to η. We first show how this approach generalizes the classical
cases of Lie differentiation. We also present a simple, but useful comparison
of the generalized Lie derivative with the absolute derivative with respect to a
general connection. Then we prove that every linear natural operator commutes
with Lie differentiation. We deduce a similar condition in the non linear case
as well. An operator satisfying the latter condition is said to be infinitesimally
natural. We prove that every infinitesimally natural operator is natural on the
category of oriented m-dimensional manifolds and orientation preserving local
diffeomorphisms.

A significant advantage of our general theory is that it enables us to study
the Lie derivatives of the morphisms of fibered manifolds (our feeling is that the
morphisms of fibered manifolds are going to play an important role in differential
geometry). To give a deeper example we discuss the Euler operator in the higher
order variational calculus on an arbitrary fibered manifold. In the last section
we extend the classical formula for the Lie derivative with respect to the bracket
of two vector fields to the generalized Lie derivatives.

47. The general geometric approach

47.1. Let M , N be two manifolds and f : M → N be a map. We recall that
a vector field along f is a map ϕ : M → TN satisfying pN ◦ ϕ = f , where
pN : TN → N is the bundle projection.

Consider further a vector field ξ on M and a vector field η on N .

Definition. The generalized Lie derivative L̃(ξ,η)f of f : M → N with respect
to ξ and η is the vector field along f defined by

(1) L̃(ξ,η)f : Tf ◦ ξ − η ◦ f.

By the very definition, L̃(ξ,η) is the zero vector field along f if and only if the
vector fields η and ξ are f -related.
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47.2. Definition 47.1 is closely related with the kinematic approach to Lie dif-
ferentiation. Using the flows Flξt and Flηt of vector fields ξ and η, we construct
a curve

(1) t 7→ (Flη−t ◦f ◦ Flξt )(x)

for every x ∈ M . Differentiating it with respect to t for t = 0 we obtain the
following

Lemma. L̃(ξ,η)f(x) is the tangent vector to the curve (1) at t = 0, i.e.

L̃(ξ,η)f(x) = ∂
∂t

∣∣
0

(Flη−t ◦f ◦ Flξt )(x).

47.3. In the greater part of differential geometry one meets definition 47.1 in
certain more specific situations. Consider first an arbitrary fibered manifold
p : Y → M , a section s : M → Y and a projectable vector field η on Y over a
vector field ξ on M . Then it holds Tp ◦ (Ts ◦ ξ − η ◦ s) = 0M , where 0M means
the zero vector field on M . Hence L̃(ξ,η)s is a section of the vertical tangent
bundle of Y . We shall write

L̃(ξ,η)s =: L̃ηs : M → V Y

and say that L̃η is the generalized Lie derivative of s with respect to η. If we
have a vector bundle E → M , then its vertical tangent bundle V E coincides
with the fibered product E ×M E, see 6.11. Then the generalized Lie derivative
L̃ηs has the form

L̃ηs = (s,Lηs)

where Lηs is a section of E.

47.4. Definition. Given a vector bundle E →M and a projectable vector field
η on E, the second component Lηs : M → E of the generalized Lie derivative
L̃ηs is called the Lie derivative of s with respect to the field η.

If we intend to contrast the Lie derivative Lηs with the generalized Lie deriv-
ative L̃ηs, we shall say that Lηs is the restricted Lie derivative. Using the fact
that the second component of L̃ηs is the derivative of Flη−t ◦s ◦ Flξt for t = 0 in
the classical sense, we can express the restricted Lie derivative in the form

(1) (Lηs)(x) = lim
t→0

1
t (Flη−t ◦s ◦ Flξt −s)(x).

47.5. It is useful to compare the general Lie differentiation with the covariant
differentiation with respect to a general connection Γ: Y → J1Y on an arbitrary
fibered manifold p : Y → M . For every ξ0 ∈ TxM , let Γ(y)(ξ0) be its lift to the
horizontal subspace of Γ at p(y) = x. For a vector field ξ on M , we obtain in this
way its Γ-lift Γξ, which is a projectable vector field on Y over ξ. The connection
map ωΓ : TY → V Y means the projection in the direction of the horizontal

Electronic edition of: Natural Operations in Differential Geometry, Springer-Verlag, 1993



378 Chapter XI. General theory of Lie derivatives

subspaces of Γ. The generalized covariant differential ∇̃Γs of a section s of Y is
defined as the composition of ωΓ with Ts. This gives a linear map TxM → Vs(x)Y

for every x ∈M , so that ∇̃Γs can be viewed as a section M → V Y ⊗T ∗M , which
was introduced in another way in 17.8. The generalized covariant derivative ∇̃Γ

ξ s
of s with respect to a vector field ξ on M is then defined by the evaluation

∇̃Γ
ξ s := 〈ξ, ∇̃Γs〉 : M → V Y.

Proposition. It holds
∇̃Γ
ξ s = L̃Γξs.

Proof. Clearly, the value of ωΓ at a vector η0 ∈ TyY can be expressed as
ωΓ(η0) = η0 − Γ(y)(Tp(η0)). Hence L̃Γξs(x) = Ts(ξ(x)) − Γξ(s(x)) coincides
with ωΓ(Ts(ξ(x))). �

In the case of a vector bundle E → M , we have V E = E ⊕ E and ∇̃Γ
ξ s =

(s,∇Γ
ξ s). The second component ∇Γ

ξ : M → E is called the covariant derivative
of s with respect to ξ, see 11.12. In such a situation the above proposition implies

(1) ∇Γ
ξ s = LΓξs.

47.6. Consider further a natural bundle F : Mfm → FM. For every vector
field ξ on M , its flow prolongation Fξ is a projectable vector field on FM over
ξ. If F is a natural vector bundle, we have V FM = FM ⊕ FM .

Definition. Given a natural bundle F , a vector field ξ on a manifold M and a
section s of FM , the generalized Lie derivative

L̃Fξs =: L̃ξ : M → V FM

is called the generalized Lie derivative of s with respect to ξ. In the case of a
natural vector bundle F ,

LFξs =: Lξs : M → FM

is called the Lie derivative of s with respect to ξ.

47.7. An important feature of our general approach to Lie differentiation is that
it enables us to study the Lie derivatives of the morphisms of fibered manifolds.
In general, consider two fibered manifolds p : Y → M and q : Z → M over the
same base, a base preserving morphism f : Y → Z and a projectable vector field
η or ζ on Y or Z over the same vector field ξ onM . Then Tq◦(Tf◦η−ζ◦f) = 0M ,
so that the values of the generalized Lie derivative L̃(η,ζ)f lie in the vertical
tangent bundle of Z.

Definition. If Z is a vector bundle, then the second component

L(η,ζ)f : Y → Z

of L̃(η,ζ)f : Y → V Z is called the Lie derivative of f with respect to η and ζ.
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47.8. Having two natural bundles FM , GM and a base-preserving morphism
f : FM → GM , we can define the Lie derivative of f with respect to a vector
field ξ on M . In the case of an arbitrary G, we write

(1) L̃(Fξ,Gξ)f =: L̃ξf : FM → V GM.

If G is a natural vector bundle, we set

(2) L(Fξ,Gξ)f =: Lξf : FM → GM.

47.9. Linear vector fields on vector bundles. Consider a vector bundle
p : E → M . By 6.11, Tp : TE → TM is a vector bundle as well. A projectable
vector field η on E over ξ on M is called a linear vector field, if η : E → TE is a
linear morphism of E →M into TE → TM over the base map ξ : M → TM .

Proposition. η is a linear vector field on E if and only if its flow is formed by
local linear isomorphisms of E.

Proof. Let xi, yp be some fiber coordinates on E such that yp are linear coor-
dinates in each fiber. By definition, the coordinate expression of a linear vector
field η is

(1) ξi(x) ∂
∂xi + ηpq (x)yq ∂

∂yp .

Hence the differential equations of the flow of η are

dxi

dt = ξi(x), dyp

dt = ηpq (x)yq.

Their solution represents the linear local isomorphisms of E by virtue of the
linearity in yp. On the other hand, if the flow of η is linear and we differentiate
it with respect to t, then η must be of the form (1). �

47.10. Let η̄ be another linear vector field on another vector bundle Ē → M
over the same vector field ξ on the base manifold M . Using flows, we define a
vector field η ⊗ η̄ on the tensor product E ⊗ Ē by

η ⊗ η̄ = ∂
∂t

∣∣
0

(Flηt )⊗ (Flη̄t ).

Proposition. η ⊗ η̄ is the unique linear vector field on E ⊗ Ē over ξ satisfying

(1) Lη⊗η̄(s⊗ s̄) = (Lηs)⊗ s̄+ s⊗ (Lη̄ s̄)

for all sections s of E and s̄ of Ē.

Proof. If 47.9.(1) is the coordinate expression of η and yp = sp(x) is the coordi-
nate expression of s, then the coordinate expression of Lηs is

(2) ∂sp(x)
∂xi ξi(x)− ηpq (x)sq(x).
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Further, let
ξi(x) ∂

∂xi + η̄ab (x)zb ∂
∂za

be the coordinate expression of η̄ in some linear fiber coordinates xi, za on
Ē. If wpa are the induced coordinates on the fibers of E ⊗ Ē and x̄i = ϕi(x, t),
ȳp = ϕpq(x, t)y

q or z̄a = ϕ̄ab (x, t)zb is the flow of η or η̄, respectively, then Flηt⊗Flη̄t
is

x̄i = ϕi(x, t), w̄pa = ϕpq(x, t)ϕ̄
a
b (x, t)wqb.

By differentiating at t = 0, we obtain

η ⊗ η̄ = ξi(x) ∂
∂xi + (ηpq (x)δab + δpq η̄

a
b (x))wqb ∂

∂wpa .

Thus, if za = s̄a(x) is the coordinate expression of s̄, we have

Lη⊗η̄(s⊗ s̄) =
(
∂sp

∂xi s̄
a + sp ∂s̄

a

∂xi

)
ξi − ηpqsq s̄a − η̄ab sps̄b.

This corresponds to the right hand side of (1). �

47.11. On the dual vector bundle E∗ → M of E, we define the vector field η∗

dual to a linear vector field η on E by

η∗ = ∂
∂t

∣∣
0

(Flη−t)
∗.

Having a vector field ζ on M and a function f : M → R, we can take the zero
vector field 0R on R and construct the generalized Lie derivative

L̃(ζ,0R)f = Tf ◦ ζ : M → TR = R× R.

Its second component is the usual Lie derivative Lζf = ζf , i.e. the derivative of
f in the direction ζ.

Proposition. η∗ is the unique linear vector field on E∗ over ξ satisfying

Lξ〈s, σ〉 = 〈Lηs, σ〉+ 〈s,Lη∗σ〉

for all sections s of E and σ of E∗.

Proof. Let vp be the coordinates on E∗ dual to yp. By definition, the coordinate
expression of η∗ is

ξi(x) ∂
∂xi − η

q
p(x)vq ∂

∂vp
.

Then we prove the above proposition by a direct evaluation quite similar to the
proof of proposition 47.10. �

47.12. A vector field η on a manifold M is a section of the tangent bundle TM ,
so that we have defined its Lie derivative Lξη with respect to another vector
field ξ on M as the second component of Tη ◦ ξ − T ξ ◦ η. In 3.13 it is deduced
that Lξη = [ξ, η]. Then 47.10 and 47.11 imply, that for the classical tensor fields
the geometrical approach to the Lie differentiation coincides with the algebraic
one.
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47.13. In the end of this section we remark that the operations with linear vec-
tor fields discussed here can be used to define, in a short way, the corresponding
operation with linear connections on vector bundles. We recall that a linear
connection Γ on a vector bundle E → M is a section Γ: E → J1E which is
a linear morphism from vector bundle E → M into vector bundle J1E → M .
Using local trivializations of E we find easily that this condition is equivalent to
the fact that the Γ-lift Γξ of every vector field ξ on M is a linear vector field on
E. By 47.9, the coordinate expression of a linear connection Γ on E is

dyp = Γpqi(x)yqdxi.

Let Γ̄ be another linear connection on a vector bundle Ē →M over the same
base with the equations

dza = Γ̄abi(x)zbdxi.

Using 47.10 and 47.11, we obtain immediately the following two assertions.

47.14. Proposition. There is a unique linear connection Γ ⊗ Γ̄ on E ⊗ Ē
satisfying

(Γ⊗ Γ̄)(ξ) = (Γξ)⊗ (Γ̄ξ)

for every vector field ξ on M .

47.15. Proposition. There is a unique linear connection Γ∗ on E∗ satisfying
Γ∗(ξ) = (Γξ)∗ for every vector field ξ on M .

Obviously, the equations of Γ⊗ Γ̄ are

dwpa = (Γpqi(x)δab + δpq Γ̄abi(x))wqbdxi

and the coordinate expression of Γ∗ is

dvp = −Γqpi(x)vqdxi.

48. Commuting with natural operators

48.1. The Lie derivative commutes with the exterior differential, i.e. d(LXω) =
LX(dω) for every exterior form ω and every vector field X, see 7.9.(5). Our
geometrical analysis of the concept of the Lie derivative leads to a general result,
which clarifies that the specific property of the exterior differential used in the
above formula is its linearity.

Proposition. Let F and G be two natural vector bundles and A : F  G be a
natural linear operator. Then

(1) AM (LXs) = LX(AMs)

for every section s of FM and every vector field X on M .

In the special case of a linear natural transformation this is lemma 6.17.
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Proof. The explicit meaning of (1) is AM (LFXs) = LGX(AMs). By the Peetre
theorem, AM is locally a differential operator, so that AM commutes with limits.
Hence

AM (LFXs) = lim
t→0

1
t

[
AM

(
F (FlX−t) ◦ s ◦ FlXt

)
−AMs

]
= lim
t→0

1
t

[
G(FlX−t ◦AMs ◦ FlXt −AMs

]
= LGX(AMs)

by linearity and naturality. �

48.2. A reasonable result of this type can be deduced even in the non linear case.
Let F and G be arbitrary natural bundles onMfm, D : C∞(FM)→ C∞(GM)
be a local regular operator and s : M → FM be a section. The generalized
Lie derivative L̃Xs is a section of V FM , so that we cannot apply D to L̃Xs.
However, we can consider the so called vertical prolongation V D : C∞(V FM)→
C∞(V GM) of the operator D. This can be defined as follows.

In general, let N →M and N ′ →M be arbitrary fibered manifolds over the
same base and let D : C∞(N) → C∞(N ′) be a local regular operator. Every
local section q of V N →M is of the form ∂

∂t

∣∣
0
st, st ∈ C∞(N) and we set

(1) V Dq = V D( ∂
∂t

∣∣
0
st) = ∂

∂t

∣∣
0

(Dst) ∈ C∞(V N ′).

We have to verify that this is a correct definition. By the nonlinear Peetre
theorem the operator D is induced by a map D : J∞N → N ′. Moreover each
infinite jet has a neighborhood in the inverse limit topology on J∞N on which D
depends only on r-jets for some finite r. Thus, there is neighborhood U of x in M
and a locally defined smooth map Dr : JrN → N ′ such that Dst(y) = Dr(jryst)
for y ∈ U and for t sufficiently small. So we get

(V D)q(x) = ∂
∂t

∣∣
0

(Dr(jrxst)) = TDr( ∂
∂t

∣∣
0
jrxst) = (TDr ◦ κ)(jrxq)

where κ is the canonical exchange map, and thus the definition does not depend
on the choice of the family st.

48.3. A local regular operator D : C∞(FM) → C∞(GM) is called infinitesi-
mally natural if it holds

L̃X(Ds) = V D(L̃Xs)

for all X ∈ X(M), s ∈ C∞(FM).

Proposition. If A : F  G is a natural operator, then all operators AM are
infinitesimally natural.

Proof. By lemma 47.2, 48.2.(1) and naturality we have

V AM (L̃FXs) = V AM

(
∂
∂t

∣∣
0

(F (FlX−t) ◦ s ◦ FlXt
)

= ∂
∂t

∣∣
0
AM

(
F (FlX−t) ◦ s ◦ FlXt

)
= ∂

∂t

∣∣
0

(
G(FlX−t) ◦AMs ◦ FlXt

)
= L̃GXAMs. �
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48.4. Let Mf+
m be the category of oriented m-dimensional manifolds and ori-

entation preserving local diffeomorphisms.

Theorem. Let F and G be two bundle functors onMf+
m, M be an oriented m-

dimensional manifold and let AM : C∞(FM)→ C∞(GM) be an infinitesimally
natural operator. Then AM is the value of a unique natural operator A : F  G
on M.

We shall prove this theorem in several steps.

48.5. Let us fix an infinitesimally natural operator D : C∞(FRm)→ C∞(GRm)
and let us write S and Q for the standard fibers F0R

m and G0R
m. Since each

local operator is locally of finite order by the nonlinear Peetre theorem, there is
the induced map D : T∞m S → Q. Moreover, at each j∞0 s ∈ T∞m S the application
of the Peetre theorem (withK = {0}) yields a smallest possible order r = χ(j∞0 s)
such that for every section q with jr0q = jr0s we have Ds(0) = Dq(0), see 23.1.
Let us define Ṽr ⊂ T∞m S as the subset of all jets with χ(j∞0 s) ≤ r. Let Vr be the
interior of Ṽr in the inverse limit topology and put Ur := π∞r (Vr) ⊂ T rmS.

The Peetre theorem implies T∞m S = ∪rVr and so the sets Vr form an open
filtration of T∞m S. On each Vr, the map D factors to a map Dr : Ur → Q.

w Q

U1

u

D1

U2

���
����

D2

U3

\\
\\

\\
\\

\\
\\̂

D3

V1

u

π∞1

y w
y

u

V2

u

π∞2

y w
XNNNNNQ

V3

u

π∞3

y w1'''''''''*

· · ·

D

T∞m S

Since there are the induced actions of the jet groups Gr+km on T rmS (here k is
the order of F ), we have the fundamental field mapping ζ(r) : gr+km → X(T rmS)
and we write ζQ for the fundamental field mapping on Q. There is an analogy
to 34.3.

Lemma. For all X ∈ gr+km , jr0s ∈ T rmS it holds

ζ
(r)
X (jr0s) = κ(jr0(L̃−Xs)).

Proof. Write λ for the action of the jet group on T rmS. We have

ζ
(r)
X (jr0s) = ∂

∂t

∣∣
0
λ(exptX)(jr0s) = ∂

∂t

∣∣
0
jr0(F (FlXt ) ◦ s ◦ FlX−t)

= κ(jr0( ∂
∂t

∣∣
0

(F (FlXt ) ◦ s ◦ FlX−t))) = κ(jr0(L̃−Xs)). �
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48.6. Lemma. For all r ∈ N and X ∈ gr+km we have TDr ◦ ζ(r)
X = ζQX ◦ Dr on

Ur.

Proof. Recall that (V D)q(0) = (TDr ◦ κ)(jr0q) for all jr0q ∈ κ−1(TUr). Using
the above lemma and the infinitesimal naturality of D we compute

(TDr ◦ ζ(r)
X )(jr0s) = TDr(κ(jr0(L̃−Xs))) = V D(L̃−Xs)(0) =

= L̃−X(Ds)(0) = ζQX(Ds(0)) = ζQX(Dr(jr0s)). �

48.7. Lemma. The map D : T∞m S → Q is G∞m
+-equivariant.

Proof. Given a = j∞0 f ∈ G∞m+ and y = j∞0 s ∈ T∞m S we have to show D(a.y) =
a.D(y). Each a is a composition of a jet of a linear map f and of a jet from
the kernel B∞1 of the jet projection π∞1 . If f is linear, then there are linear
maps gi, i = 1, 2, . . . , l, lying in the image of the exponential map of G1

m such
that f = g1 ◦ . . . ◦ gl. Since T∞m S = ∪rVr there must be an r ∈ N such that y
and all elements (j∞0 gp ◦ . . . ◦ j∞0 gl) · y are in Vr for all p ≤ l. Thus, D(a.y) =
Dr(jr+k0 f.jr0s) = jr+k0 f.Dr(jr0s) = a.D(y), for Dr preserves all the fundamental
fields.

Since the whole kernel Br1 lies in the image of the exponential map for each
r < ∞, an analogous consideration for j∞0 f ∈ B∞1 completes the proof of the
lemma. �

48.8. Lemma. The natural operator A on Mf+
m which is determined by the

G∞m
+-equivariant map D coincides on Rm with the operator D.

Proof. There is the associated map A : J∞FRm → GRm to the operator ARm .
Let us write A0 for its restriction (J∞F )0R

m → G0R
m and similarly for the

map D corresponding to the original operator D. Now let tx : Rm → R
m be

the translation by x. Then the map A (and thus the operator A) is uniquely
determined by A0 since by naturality of A we have (t−x)∗ ◦ARm ◦ (tx)∗ = ARm .
But tx is the flow at time 1 of the constant vector field X. For every vector field
X and section s we have

L̃X((FlXt )∗s) = L̃X(F (FlX−t) ◦ s ◦ FlXt ) = ∂
∂t (F (FlX−t) ◦ s ◦ FlXt )

= T (F (FlX−t)) ◦ L̃Xs ◦ FlXt = (FlXt )∗(L̃Xs)

and so using infinitesimal naturality, for every complete vector field X we com-
pute

∂
∂t

(
(FlX−t)

∗(D(FlXt )∗s)
)

=

= −(FlX−t)
∗L̃X(D(FlXt )∗s) + (FlX−t)

∗((V D)((FlXt )∗L̃Xs)
)

=

= (FlX−t)
∗(−L̃X(D(FlXt )∗s) + (V D)(L̃X((FlXt )∗s))

)
= 0.

Thus (t−x)∗ ◦D ◦ (tx)∗ = D and since A0 = D0 this completes the proof. �

Lemmas 48.7 and 48.8 imply the assertion of theorem 48.4. Indeed, ifM = R
m

we get the result immediately and it follows for general M by locality of the
operators in question.
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48.9. As we have seen, if F is a natural vector bundle, then V F is naturally
equivalent to F ⊕ F and the second component of our general Lie derivative is
just the usual Lie derivative. Thus, the condition of the infinitesimal naturality
becomes the usual form D ◦LX = LX ◦D if D : C∞(FM)→ C∞(GM) is linear.

More generally, if F is a sum F = E1 ⊕ · · · ⊕Ek of k natural vector bundles,
G is a natural vector bundle and D is k-linear, then we have

pr2 ◦ V D(L̃X(s1, . . . , sk)) = ∂
∂t

∣∣
0
D
(
F (FlX−t) ◦ (s1, . . . , sk) ◦ FlXt

)
=

k∑
i=1

D(s1, . . . ,LXsi, . . . , sk).

Hence for the k-linear operators we have

Corollary. Every natural k-linear operator A : E1 ⊕ · · · ⊕ Ek  F satisfies

(1) LXAM (s1, . . . , sk) =
∑k
i=1AM (s1, . . . ,LXsi, . . . , sk)

for all s1 ∈ C∞E1M ,. . . ,sk ∈ C∞EkM , X ∈ C∞TM .

Formula (1) covers, among others, the cases of the Frölicher-Nijenhuis bracket
and the Schouten bracket discussed in 30.10 and 8.5.

48.10. The converse implication follows immediately for vector bundle functors
on Mf+

m. But we can prove more.
Let E1, . . . , Ek be r-th order natural vector bundles corresponding to actions

λi of the jet group Grm on standard fibers Si, and assume that with the re-
stricted actions λi|G1

m the spaces Si are invariant subspaces in spaces of the
form ⊕j(⊗pjRm⊗⊗qjRm∗). In particular this applies to all natural vector bun-
dles which are constructed from the tangent bundle. Given any natural vector
bundle F we have

Theorem. Every local regular k-linear operator

AM : C∞(E1M)⊕ · · · ⊕ C∞(EkM)→ C∞(FM)

over an m-dimensional manifold M which satisfies 48.9.1 is a value of a unique
natural operator A on Mfm.

The theorem follows from the theorem 48.4 and the next lemma

Lemma. Every k-linear natural operator A : E1 ⊕ · · · ⊕ Ek  F on Mf+
m

extends to a unique natural operator on Mfm.

Let us remark, the proper sense of this lemma is that every operator in ques-
tion obeys the necessary commutativity properties with respect to all local diffeo-
morhpisms between oriented m-manifolds and hence determines a unique natural
operator over the whole Mfm.

Proof. By the multilinear Peetre theorem A is of some finite order `. Thus A is
determined by the associated k-linear (Gr+`m )+-equivariant map A : T `mS1× . . .×
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T `mSk → Q. Recall that the jet group Gr+`m is the semidirect product of GL(m)
and the kernel Br+`1 , while (Gr+`m )+ is the semidirect product of the connected
component GL+(m) of the unit and the same kernel Br+`1 . Thus, in particular
the map A : T `mS1 × . . . × T `mSk → Q is k-linear and GL+(m)-equivariant. By
the descriptions of (Gr+`m )+ and Gr+`m above we only have to show that any such
map is GL(m) equivariant, too. Using the standard polarization technique we
can express the map A by means of a GL+(m) invariant tensor. But looking
at the proof of the Invariant tensor theorem one concludes that the spaces of
GL+(m) invariant and of GL(m) invariant tensors coincide, so the map A is
GL(m) equivariant. �

48.11. Lie derivatives of sector forms. At the end of this section we present
an original application of proposition 48.1. This is related with the differentiation
of a certain kind of r-th order forms on a manifold M . The simplest case is
the ‘ordinary’ differential of a classical 1-form on M . Such a 1-form ω can be
considered as a map ω : TM → R linear on each fiber. Beside its exterior
differential dω : ∧2TM → R, E. Cartan and some other classical geometers used
another kind of differentiating ω in certain concrete geometric problems. This
was called the ordinary differential of ω to be contrasted from the exterior one.
We can define it by constructing the tangent map Tω : TTM → TR = R × R,
which is of the form Tω = (ω, δω). The second component δω : TTM → R is
said to be the (ordinary) differential of ω . In an arbitrary order r we consider
the r-th iterated tangent bundle T rM = T (· · ·T (TM) · · · ) (r times) of M .
The elements of T rM are called the r-sectors on M. Analogously to the case
r = 2, in which we have two well-known vector bundle structures pTM and
TpM on TTM over TM , on T rM there are r vector bundle structures pT r−1M ,
TpT r−2M , . . . , T · · ·TpM (r − 1 times) over T r−1M .

Definition. A sector r-form on M is a map σ : T rM → R linear with respect
to all r vector bundle structures on T rM over T r−1M .

A sector r-form on M at a point x is the restriction of a sector r-form an
M to the fiber (T rM)x. Denote by T r∗M → M the fiber bundle of all sector
r-forms at the individual points on M , so that a sector r-form on M is a section
of T r∗M . Obviously, T r∗M → M has a vector bundle structure induced by the
linear combinations of R-valued maps. If f : M → N is a local diffeomorphism
and A : (T rM)x → R is an element of (T r∗M)x, we define (T r∗ f)(A) = A ◦
(T rf−1)f(x) : (T rN)f(x) → R, where f−1 is constructed locally. Since T rf is a
linear morphism for all r vector bundle structures, (T r∗ f)(A) is an element of
(T r∗N)f(x). Hence T r∗ is a natural bundle. In particular, for every vector field X
on M and every sector r-form σ on M we have defined the Lie derivative

LXσ = LT r∗ Xσ : M → T r∗M.

For every sector r-form σ : T r → R we can construct its tangent map Tσ : TT rM
→ TR = R×R, which is of the form (σ, δσ). Since the tangent functor preserves
vector bundle structures,

δσ : T r+1M → R
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is linear with respect to all r+ 1 vector bundle structures on T r+1M over T rM ,
so that this is a sector (r + 1)-form on M .

48.12. Definition. The operator δ : C∞T r∗M → C∞T r+1
∗ M will be called the

differential of sector forms.
By definition, δ is a natural operator. Obviously, δ is a linear operator as

well. Applying proposition 48.1, we obtain

48.13. Corollary. δ commutes with the Lie differentiation, i.e.

δ(LXσ) = LX(δσ)

for every sector r-form σ and every vector field X.

49. Lie derivatives of morphisms of fibered manifolds

We are going to show a deeper application of the geometrical approach to
Lie differentiation in the higher order variational calculus in fibered manifolds.
For the sake of simplicity we restrict ourselves to the geometrical aspects of the
problem.

49.1. By an r-th order Lagrangian on a fibered manifold p : Y → M we mean
a base-preserving morphism

λ : JrY → ΛmT ∗M, m = dimM.

For every section s : M → Y , we obtain the induced m-form λ ◦ jrs on M .
We underline that from the geometrical point of view the Lagrangian is not a
function on JrY , since m-forms (and not functions) are the proper geometric
objects for integration on X. If xi, yp are local fiber coordinates on Y , the in-
duced coordinates on JrY are xi, ypα for all multi indices |α| ≤ r. The coordinate
expression of λ is

L(xi, ypα)dxi ∧ · · · ∧ dxm

but such a decomposition of λ into a function on JrY and a volume element on
M has no geometric meaning.

If η is a projectable vector field on Y over ξ on M , we can construct, similarly
to 47.8.(2), the Lie derivative Lηλ of λ with respect to η

Lηλ := L(J rη,ΛmT ∗ξ)λ : JrY → ΛmT ∗M

which coincides with the classical variation of λ with respect to η.

49.2. The geometrical form of the Euler equations for the extremals of λ is
the so-called Euler morphism E(λ) : J2rY → V ∗Y ⊗ ΛmT ∗M . Its geometric
definition is based on a suitable decomposition of Lηλ. Here it is useful to
introduce an appropriate geometric operation.
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Definition. Given a base-preserving morphism ϕ : JqY → ΛkT ∗M , its formal
exterior differential Dϕ : Jq+1Y → Λk+1T ∗M is defined by

Dϕ(jq+1
x s) = d(ϕ ◦ jqs)(x)

for every local section s of Y , where d means the exterior differential at x ∈ M
of the local exterior k-form ϕ ◦ jqs on M .

If f : JqY → R is a function, we have a coordinate decomposition

Df = (Dif)dxi

where Dif = ∂f
∂xi +

∑
|α|≤q

∂f
∂ypα

ypα+i : J
q+1Y → R is the so called formal (or total)

derivative of f , provided α+i means the multi index arising from α by increasing
its i-th component by 1. If the coordinate expression of ϕ is ai1...ikdx

i1∧· · ·∧dxik ,
then

Dϕ = Diai1...ikdx
i ∧ dxi1 ∧ · · · ∧ dxik .

To determine the Euler morphism, it suffices to discuss the variation Lηλ with
respect to the vertical vector fields. If ηp(x, y) ∂

∂yp is the coordinate expression
of such a vector field, then the coordinate expression of J rη is∑

|α|≤r

(Dαη
p)

∂

∂ypα

where Dα means the iterated formal derivative with respect to the multi index
α. In the following assertion we do not indicate explicitly the pullback of Lηλ
to J2rY .

49.3. Proposition. For every r-th order Lagrangian λ : JrY → ΛmT ∗M ,
there exists a morphism K(λ) : J2r−1Y → V ∗Jr−1Y ⊗Λm−1T ∗M and a unique
morphism E(λ) : J2rY → V ∗Y ⊗ ΛmT ∗M satisfying

(1) Lηλ = D
(
〈J r−1η,K(λ)〉

)
+ 〈η,E(λ)〉

for every vertical vector field η on Y .

Proof. Write ω = dx1 ∧ · · · ∧ dxm, ωi = i ∂
∂xi

ω, K(λ) =
∑
|α|≤r−1 k

αi
p dy

p
α ⊗ ωi,

E(λ) = Epdy
p ⊗ ω. Since Lηλ = Tλ ◦ J rη, the coordinate expression of Lηλ is

(2)
∑
|α|≤r

∂L

∂ypα
Dαη

p.

Comparing the coefficients of the individual expressions Dαη
p in (1), we find the

following relations

(3)

Lj1...jrp = K(j1...jr)
p

...

Lj1...jqp = DiK
j1...jqi
p +K(j1...jq)

p

...

Ljp = DiK
ji
p +Ki

p

Lp = DiK
i
p + Ep
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where L
j1...jq
p = α!

q!
∂L
∂ypα

and K
j1...jqi
p = α!

q! k
αi
p , provided α is the multi index

corresponding to j1 . . . jq, |α| = q. Evaluating Ep by a backward procedure, we
find

(4) Ep =
∑
|α|≤r

(−1)|α|Dα
∂L

∂ypα

for any K’s, so that the Euler morphism is uniquely determined. The quantities
K
j1...jqi
p , which are not symmetric in the last two superscripts, are not uniquely

determined by virtue of the symmetrizations in (3). Nevertheless, the global
existence of a K(λ) can be deduced by a recurrent construction of some sections
of certain affine bundles. This procedure is straightforward, but rather technical.
The reader is referred to [Kolář, 84b] �

We remark that one can prove easily by proposition 49.3 that a section s of
Y is an extremal of λ if and only if E(λ) ◦ j2rs = 0.

49.4. The construction of the Euler morphism can be viewed as an operator
transforming every base-preserving morphism λ : JrY → ΛmT ∗M into a base-
preserving morphism E(λ) : J2rY → V ∗Y ⊗ ΛmT ∗M . Analogously to Lηλ, the
Lie derivative of E(λ) with respect to a projectable vector field η on Y over ξ
on M is defined by

LηE(λ) := L(J 2rη,V∗η⊗ΛmT ∗ξ)E(λ).

An important question is whether the Euler operator commutes with Lie
differentiation. From the uniqueness assertion in proposition 49.3 it follows that
E is a natural operator and from 49.3.(4) we see that E is a linear operator.

49.5. We first deduce a general result of such a type. Consider two natural
bundles over m-manifolds F and H, a natural surjective submersion q : H → F
and two natural vector bundles over m-manifolds G and K.

Proposition. Every linear natural operator A : (F,G) (H,K) satisfies

Lξ(Af) = A(Lξf)

for every base-preserving morphism f : FM → GM and every vector field ξ on
M .

Proof. By 47.8.(2) and an analogy of 47.4.(1), we have

Lξf = lim
t→0

1
t

(
G(Flξ−t) ◦ f ◦ F (Flξt )− f

)
.

Since A commutes with limits by 19.9, we obtain by linearity and naturality

ALξ(f) = lim
t→0

1
t

(
K(Flξ−t) ◦Af ◦H(Flξt )−Af

)
= Lξ(Af) �
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49.6. Our original problem on the Euler morphism can be discussed in the same
way as in the proof of proposition 49.5, but the functors in question are defined
on the local isomorphisms of fibered manifolds. Hence the answer to our problem
is affirmative.

Proposition. It holds

LηE(λ) = E(Lηλ)

for every r-th order Lagrangian λ and every projectable vector field η on Y .

49.7. A projectable vector field η on Y is said to be a generalized infinitesimal
automorphism of an r-th order Lagrangian λ, if LηE(λ) = 0. By proposition
49.6 we obtain immediately the following interesting assertion.

Corollary. Higher order Noether-Bessel-Hagen theorem. A projectable
vector field η is a generalized infinitesimal automorphism of an r-th order La-
grangian λ if and only if E(Lηλ) = 0.

49.8. An infinitesimal automorphism of λ means a projectable vector field η
satisfying Lηλ = 0. In particular, corollary 49.7 and 49.3.(4) imply that every
infinitesimal automorphism is a generalized infinitesimal automorphism.

50. The general bracket formula

50.1. The generalized Lie derivative of a section s of an arbitrary fibered man-
ifold Y → M with respect to a projectable vector field η on Y over ξ on M is
a section L̃ηs : M → V Y . If η̄ is another projectable vector field on Y over ξ̄
on M , a general problem is whether there exists a reasonable formula for the
generalized Lie derivative L̃[η,η̄]s of s with respect to the bracket [η, η̄]. Since
Lηs is not a section of Y , we cannot construct the generalized Lie derivative of
L̃ηs with respect to η̄. However, in the case of a vector bundle E →M we have
defined Lη̄Lηs : M → E.

Proposition. If η and η̄ are two linear vector fields on a vector bundle E →M ,
then

(1) L[η,η̄]s = LηLη̄s− Lη̄Lηs

for every section s of E.

At this moment, the reader can prove this by direct evaluation using 47.10.(2).
But we shall give a conceptual proof resulting from more general considerations
in 50.5. By direct evaluation, the reader can also verify that the above proposi-
tion does not hold for arbitrary projectable vector fields η and η̄ on E. However,
if FM is a natural vector bundle, then Fξ is a linear vector field on FM for
every vector field ξ on M , so that we have
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Corollary. If FM is a natural vector bundle, then

L[ξ,ξ̄]s = LξLξ̄s− Lξ̄Lξs

for every section s of FM and every vector fields ξ, ξ̄ on M .

This result covers the classical cases of Lie differentiation.

50.2. We are going to discuss the most general situation. Let M , N be two
manifolds, f : M → N be a map, ξ, ξ̄ be two vector fields on M and η, η̄ be two
vector fields on N . Our problem is to find a reasonable expression for

(1) L̃([ξ,ξ̄],[η,η̄])f : M → TN.

Since L̃(ξ,η)f is a map of M into TN , we cannot construct its Lie derivative
with respect to the pair (ξ̄, η̄), since η̄ is a vector field on N and not on TN .
However, if we replace η̄ by its flow prolongation T η̄, we have defined

(2) L̃(ξ̄,T η̄)L̃(ξ,η)f : M → TTN.

On the other hand, we can construct

(3) L̃(ξ,T η)L̃(ξ̄,η̄)f : M → TTN.

Now we need an operation transforming certain special pairs of the elements
of the second tangent bundle TTQ of any manifold Q into the elements of TQ.
Consider A,B ∈ TTzQ satisfying

(4) πTQ(A) = TπQ(B) and TπQ(A) = πTQ(B).

Since the canonical involution κ : TTQ→ TTQ exchanges both projections, we
have πTQ(A) = πTQ(κB), TπQ(A) = TπQ(κB). Hence A and κB are in the
same fiber of TTQ with respect to projection πTQ and their difference A− κB
satisfies TπQ(A− κB) = 0. This implies that A− κB is a tangent vector to the
fiber TzQ of TQ and such a vector can be identified with an element of TzQ,
which will be denoted by A÷B.

50.3. Definition. A÷ B ∈ TQ is called the strong difference of A, B ∈ TTQ
satisfying 50.2.(4).

In the case Q = R
m we have TTRm = R

m × Rm × Rm × Rm. If A =
(x, a, b, c) ∈ TTRm, then B satisfying 50.2.(4) is of the form B = (x, b, a, d) and
one finds easily

(1) A÷B = (x, c− d)

From the geometrical definition of the strong difference it follows directly
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Lemma. If A, B ∈ TTQ satisfy 50.2.(4) and f : Q → P is any map, then
TTf(A), TTf(B) ∈ TTP satisfy the condition of the same type and it holds

TTf(A)÷ TTf(B) = Tf(A÷B) ∈ TP.

50.4. We are going to deduce the bracket formula for generalized Lie derivatives.
First we recall that lemma 6.13 reads

(1) [ζ, ζ̄] = T ζ̄ ◦ ζ ÷ Tζ ◦ ζ̄

for every two vector fields on the same manifold.
The maps 50.2.(2) and 50.2.(3) satisfy the condition for the existence of

the strong difference. Indeed, we have πTN ◦ L̃(ξ̄,T η̄)L̃(ξ,η)f = L̃(ξ,η)f since
any generalized Lie derivative of L̃(ξ,η)f is a vector field along L̃(ξ,η)f . On
the other hand, TπN ◦ (L̃(ξ̄,T η̄)L̃(ξ,η)f) = TπN

(
∂
∂t

∣∣
0
T (Flη̄−t) ◦ L̃(ξ,η)f ◦ Flξ̄t

)
=

∂
∂t

∣∣
0

(Flη̄−t ◦f ◦ Flξ̄t ) = L̃(ξ̄, η̄)f .

Proposition. It holds

(2) L̃([ξ,ξ̄],[η,η̄])f = L̃(ξ,T η)L̃(ξ̄,η̄)f ÷ L̃(ξ̄,T η̄)L̃(ξ,η)f

Proof. We first recall that the flow prolongation of η satisfies T η = κ ◦ Tη. By
47.1.(1) we obtain L̃(ξ̄,T η̄)L̃(ξ,η)f = T (Tf ◦ ξ− η ◦ f) ◦ ξ̄−T η̄ ◦ (Tf ◦ ξ− η ◦ f) =
TTf ◦ Tξ ◦ ξ̄ − Tη ◦ Tf ◦ ξ̄ − κ ◦ T η̄ ◦ Tf ◦ ξ + κ ◦ T η̄ ◦ η ◦ f as well as a similar
expression for L̃(ξ,T η)L̃(ξ̄,η̄)f . Using (1) we deduce that the right hand side of
(2) is equal to Tf ◦(Tξ◦ ξ̄÷T ξ̄◦ξ)−(Tη◦ η̄÷T η̄◦η)f = Tf ◦ [ξ, ξ̄]− [η, η̄]◦f . �

50.5. In the special case of a section s : M → Y of a fibered manifold Y → M
and of two projectable vector fields η and η̄ on Y , 50.4.(2) is specialized to

(1) L̃[η,η̄]s = L̃VηL̃η̄s÷ L̃Vη̄L̃ηs

where Vη or V η̄ is the restriction of T η or T η̄ to the vertical tangent bundle
V Y ⊂ TY . Furthermore, if we have a vector bundle E →M and a linear vector
field on E, then Vη is of the form Vη = η ⊕ η, since the tangent map of a linear
map coincides with the original map itself. Thus, if we separate the restricted Lie
derivatives in (1) in the case η and η̄ are linear, we find L[η,η̄]s = LηLη̄s−Lη̄Lηs.
This proves proposition 50.1.

Remarks

The general concept of Lie derivative of a map f : M → N with respect to a
pair of vector fields on M and N was introduced by [Trautman, 72]. The oper-
ations with linear vector fields from the second half of section 47 were described
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in [Janyška, Kolář, 82]. In the theory of multilinear natural operators, the com-
mutativity with the Lie differentiation is also used as the starting point, see
[Kirillov, 77, 80]. Proposition 48.4 was proved by [Cap, Slovák, 92]. According
to [Janyška, Modugno, to appear], there is a link between the infinitesimally nat-
ural operators and certain systems in the sense of [Modugno, 87a]. The concept
of a sector r-form was introduced in [White, 82].

The Lie derivatives of morphisms of fibered manifolds were studied in [Kolář,
82a] in connection with the higher order variational calculus in fibered manifolds.
We remark that a further analysis of formula 49.3.(3) leads to an interesting fact
that a Lagrangian of order at least three with at least two independent variables
does not determine a unique Poincaré-Cartan form, but a family of such forms
only, see e.g. [Kolář, 84b], [Saunders, 89]. The general bracket formula from
section 50 was deduced in [Kolář, 82c].
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CHAPTER XII.
GAUGE NATURAL BUNDLES

AND OPERATORS

In chapters IV and V we have explained that the natural bundles coincide
with the associated fiber bundles to higher order frame bundles on manifolds.
However, in both differential geometry and mathematical physics one can meet
fiber bundles associated to an ‘abstract’ principal bundle with an arbitrary struc-
ture group G. If we modify the idea of bundle functor to such a situation, we
obtain the concept of gauge natural bundle. This is a functor on principal fiber
bundles with structure group G and their local isomorphisms with values in fiber
bundles, but with fibration over the original base manifold. The most important
examples of gauge natural bundles and of natural operators between them are
related with principal connections. In this chapter we first develop a description
of all gauge natural bundles analogous to that in chapter V. In particular, we
prove that the regularity condition is a consequence of functoriality and locality
and that any gauge natural bundle is of finite order. We also present sharp
estimates of the order depending on the dimensions of the standard fibers. So
the r-th order gauge natural bundles coincide with the fiber bundles associated
to r-th principal prolongations of principal G-bundles (see 15.3), which are in
bijection with the actions of the group W r

mG on manifolds.
Then we discuss a few concrete problems on finding gauge natural opera-

tors. The geometrical results of section 52 are based on a generalization of the
Utiyama theorem on gauge natural Lagrangians. First we determine all gauge
natural operators of the curvature type. In contradistinction to the essential
uniqueness of the curvature operator on general connections, this result depends
on the structure group in a simple way. Then we study the differential forms
of Chern-Weil type with values in an arbitrary associated vector bundle. We
find it interesting that the full list of all gauge natural operators leads to a new
geometric result in this case. Next we determine all first order gauge natural
operators transforming principal connections to the tangent bundle. In the last
section we find all gauge natural operators transforming a linear connection on
a vector bundle and a classical linear connection on the base manifold into a
classical linear connection on the total space.

51. Gauge natural bundles

We are going to generalize the description of all natural bundles F : Mfm →
FM derived in sections 14 and 22 to the gauge natural case. Since the concepts
and considerations are very similar to some previous ones, we shall proceed in a
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rather brief style.

51.1. Let B : FM → Mf be the base functor. Fix a Lie group G and recall
the category PBm(G), whose objects are principal G-bundles over m-manifolds
and whose morphisms are the morphisms of principal G-bundles f : P → P̄ with
the base map Bf : BP → BP̄ lying in Mfm.

Definition. A gauge natural bundle over m-dimensional manifolds is a functor
F : PBm(G)→ FM such that

(a) every PBm(G)-object π : P → BP is transformed into a fibered manifold
qP : FP → BP over BP ,

(b) every PBm(G)-morphism f : P → P̄ is transformed into a fibered mor-
phism Ff : FP → FP̄ over Bf ,

(c) for every open subset U ⊂ BP , the inclusion i : π−1(U) → P is trans-
formed into the inclusion Fi : q−1

P (U)→ FP .
If we intend to point out the structure group G, we say that F is a G-natural

bundle.

51.2. If two PBm(G)-morphisms f , g : P → P̄ satisfy jryf = jryg at a point
y ∈ Px of the fiber of P over x ∈ BP , then the fact that the right translations
of principal bundles are diffeomorphisms implies jrzf = jrzg for every z ∈ Px. In
this case we write jrxf = jrxg.

Definition. A gauge natural bundle F is said to be of order r, if jrxf = jrxg
implies Ff |FxP = Fg|FxP .

51.3. Definition. A G-natural bundle F is said to be regular if every smoothly
parameterized family of PBm(G)-morphisms is transformed into a smoothly pa-
rameterized family of fibered maps.

51.4. Remark. By definition, a G-natural bundle F : PBm(G)→ FM satisfies
B ◦ F = B and the projections qP : FP → BP form a natural transformation
q : F → B.

In general, we can consider a category C over fibered manifolds, i.e. C is
endowed with a faithful functor m : C → FM. If C admits localization of objects
and morphisms with respect to the preimages of open subsets on the bases with
analogous properties to 18.2, we can define the gauge natural bundles on C as
functors F : C → FM satisfying B◦F = B◦m and the locality condition 51.1.(c).
Let us mention the categories of vector bundles as examples. The different way
of localization is the source of a crucial difference between the bundle functors
on categories over manifolds and the (general) gauge natural bundles. For any
two fibered maps f , g : Y → Ȳ we write jrxf = jrxg, x ∈ BY , if jryf = jryg for
all y ∈ Yx. Then we say that f and g have the same fiber r-jet at x. The space
of fiber r-jets between C-objects Y and Ȳ is denoted by Jr(Y, Ȳ ). For a general
category C over fibered manifolds the finiteness of the order of gauge natural
bundles is expressed with the help of the fiber jets. The description of finite
order bundle functors as explained in section 18 could be generalized now, but
there appear difficulties connected with the (generally) infinite dimension of the
corresponding jet groups. Since we will need only the gauge natural bundles
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on PBm(G) in the sequel, we will restrict ourselves to this category. Then the
description will be quite analogous to that of classical natural bundles. Some
basic steps towards the description in the general case were done in [Slovák, 86]
where the infinite dimensional constructions are performed with the help of the
smooth spaces in the sense of [Frölicher, 81].

51.5. Examples.
(1) The choice G = {e} reproduces the natural bundles on Mfm
(2) The functors Qr : PBm(G) → FM of r-th order principal connections

mentioned in 17.4 are examples of r-th order regular gauge natural bundles.
(3) The gauge natural bundles W r : PBm(G)→ PBm(W r

mG) of r-th principal
prolongation defined in 15.3 play the same role as the frame bundles P r : Mfm →
FM did in the description of natural bundles.

(4) For every manifold S with a smooth left action ` of W r
mG, the construction

of associated bundles to the principal bundlesW rP yields a regular gauge natural
bundle L : PBm(G) → FM. We shall see that all gauge natural bundles are of
this type.

51.6. Proposition. Every r-th order regular gauge natural bundle is a fiber
bundle associated to W r.

Proof. Analogously to the case of natural bundles, an r-th order regular gauge
natural bundle F is determined by the system of smooth associated maps

FP,P̄ : Jr(P, P̄ )×BP FP → FP̄

and the restriction of FRm×G,Rm×G to the fiber jets at 0 ∈ Rm yields an action
of W r

mG = Jr0(Rm × G,Rm × G)0 on the fiber S = F0(Rm × G). The same
considerations as in 14.6 complete now the proof. �

51.7. Theorem. Let F : PBm(G) → Mf be a functor endowed with a natu-
ral transformation q : F → B such that the locality condition 51.1.(c) holds.
Then S := (qRm×G)−1(0) is a manifold of dimension s ≥ 0 and for every
P ∈ ObPBm(G), the mapping qP : FP → BP is a locally trivial fiber bun-
dle with standard fiber S, i.e. F : PBm(G) → FM. The functor F is a regular
gauge natural bundle of a finite order r ≤ 2s+ 1. If moreover m > 1, then

(1) r ≤ max{ s

m− 1
,
s

m
+ 1}.

All these estimates are sharp.

Briefly, every gauge natural bundle on PBm(G) with s-dimensional fibers is
one of the functors defined in example 51.5.(4) with r bounded by the estimates
from the theorem depending on m and s but not on G. The proof is based on
the considerations from chapter V and it will require several steps.

51.8. Let us point out that the restriction of any gauge natural bundle F to
trivial principal bundles M ×G and to morphisms of the form f × id : M ×G→
N ×G can be viewed as a natural bundle Mfm → FM. Hence the action τ of
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the abelian group of fiber translations tx : Rm×G→ R
m×G, (y, a) 7→ (x+y, a),

i.e. τx = Ftx, is a smooth action by 20.3. This implies immediately the assertion
on fiber bundle structure in 51.7, cf. 20.3. Further, analogously to 20.5.(1) we
find that the regularity of F follows if we verify the smoothness of the induced
action of the morphisms keeping the fiber over 0 ∈ Rm on the standard fiber
S = F0(Rm ×G).

51.9. Lemma. Let U ⊂ S be a relatively compact open set and write

QU =
⋃
ϕ

Fϕ(U) ⊂ S

where the union goes through all ϕ ∈ PBm(G)(Rm ×G,Rm ×G) with ϕ0(0) =
(0). Then there is r ∈ N such that for all z ∈ QU and all PBm(G)-morphisms
ϕ, ψ : Rm × G → R

m × G, ϕ0(0) = ψ0(0) = 0, the condition jr0ϕ = jr0ψ implies
Fϕ(z) = Fψ(z).

Proof. Every morphism ϕ : Rm×G→ R
m×G is identified with the couple ϕ0 ∈

C∞(Rm,Rm), ϕ̄ ∈ C∞(Rm, G). So F induces an operator F̃ : C∞(Rm,Rm ×
G) → C∞(F (Rm × G), F (Rm × G)) which is qRm×G-local and the map qRm×G
is locally non-constant. Consider the constant map ê : Rm → G, x 7→ e, and the
map idRm× ê : Rm → R

m×G corresponding to idRm×G. By corollary 19.8, there
is r ∈ N such that jr0f = jr0(idRm × ê) implies F̃ f(z) = z for all z ∈ U . Hence if
jr0ϕ = jr0idRm×G, then Fϕ(z) = z for all z ∈ U and the easy rest of the proof is
quite analogous to 20.4. �

51.10. Proposition. Every gauge natural bundle is regular.

Proof. The whole proof of 20.5 goes through for gauge natural bundles if we
choose local coordinates near to the unit in G and replace the elements j∞0 fn ∈
G∞m by the couples (j∞0 fn, j

∞
0 ϕ̄n) ∈ G∞m o T∞m G and idRm by idRm × ê. Let us

remark that also τx gets the new meaning of F (tx). �

51.11. Since every natural bundle F : Mf → FM can be viewed as the gauge
natural bundle F̄ = F ◦ B : PBm(G) → FM, the estimates from theorem 51.7
must be sharp if they are correct, see 22.1. Further, the considerations from 22.1
applied to our situation show that we complete the proof of 51.7 if we deduce
that every smooth action of W r

mG on a smooth manifold S factorizes to an action
of W k

mG, k ≤ r, with k satisfying the estimates from 51.7.
So let us consider a continuous action ρ : W r

mG→ Diff(S) and write H for its
kernel. Hence H is a closed normal Lie subgroup and the kernel H0 ⊂ Grm of
the restriction ρ0 = ρ|Grm always contains the normal Lie subgroup Brk ⊂ Grm
with k = 2dimS + 1 if m = 1 and k = max{dimS

m−1 ,
dimS
m + 1} if m > 1. Let us

denote Kr
k the kernel of the jet projection W r

mG→W k
mG.

Lemma. For every Lie group G and all r, k ∈ N, r > k ≥ 1, the normal closed
Lie subgroup in W r

mG generated by Brk o {e} equals to Kr
k .

Proof. The Lie group W r
mG can be viewed as the space of fiber jets Jr0(Rm ×

G,Rm×G)0 and so its Lie algebra wr
mg coincides with the space of fiber jets at
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0 ∈ Rm of (projectable) right invariant vector fields with projections vanishing
at the origin. If we repeat the consideration from the proof of 13.2 with jets
replaced by fiber jets, we get the formula for Lie bracket in wr

mg, [jr0X, j
r
0Y ] =

−jr0[X,Y ]. Since every polynomial vector field in wr
mg decomposes into a sum

of X1 ∈ grm and a vertical vector field X2 from the Lie algebra T rmg of T rmG, we
get immediately the action of grm on T rmg, [jr0X1 + 0, 0 + jr0X2] = −jr0LX1X2.

Now let us fix a base ei of g and elements Yi ∈ T rmg, Yi = jr0x
1ei. Taking any

functions fi on Rm with jk0 fi = 0, the r-jets of the fields Xi = fi∂/∂x
1 lie in the

kernel brk ⊂ grm and we get∑
i

[jr0Xi, jr0Yi] = −jr0fiei ∈ T rmg.

Hence [brk, T
r
mg] contains the whole Lie algebra of the kernel Kr

k and so the latter
algebra must coincide with the ideal in wr

mg generated by brk o {0}. Since the
kernel Kr

1 is connected this completes the proof. �

51.12. Corollary. Let G be a Lie group and S be a manifold with a continuous
left action of W r

mG, dimS = s ≥ 0. Then the action factorizes to an action of
W k
mG with k ≤ 2s+ 1. If m > 1, then k ≤ max{ s

m−1 ,
s
m + 1}. These estimates

are sharp.

The corollary concludes the proof of theorem 51.7.

51.13. Given two G-natural bundles F , E : PBm(G) → FM, every natural
transformation T : F → E is formed be a system of base preserving FM-
morphisms, cf. 14.11 and 51.8. In the same way as in 14.12 one deduces

Proposition. Natural transformations F → E between two r-th order G-
natural bundles over m-dimensional manifolds are in a canonical bijection with
the W r

mG-equivariant maps F0 → E0 between the standard fibers F0 = F0(Rm×
G), E0 = E0(Rm ×G).

51.14. Definition. Let F and E be two G-natural bundles over m-dimensional
manifolds. A gauge natural operator D : F  E is a system of regular operators
DP : C∞FP → C∞EP for all PBm(G)-objects π : P → BP such that

(a) DP̄ (Ff ◦ s ◦ Bf−1) = Ff ◦DP s ◦ Bf−1 for every s ∈ C∞FP and every
PBm(G)-isomorphism f : P → P̄ ,

(b) Dπ−1(U)(s|U) = (DP s)|U for every s ∈ C∞FP and every open subset
U ⊂ BP .

51.15. For every k ∈ N and every gauge natural bundle F of order r its com-
position Jk ◦ F with the k-th jet prolongation defines a gauge natural bundle
functor of order k + r, cf. 14.16. In the same way as in 14.17 one deduces

Proposition. The k-th order gauge natural operators F  E are in a canonical
bijection with the natural transformations JkF → E.

In particular, this proposition implies that the k-th order G-natural operators
F  E are in a canonical bijection with the W s

mG-equivariant maps Jk0F → E0,
where s is the maximum of the orders of JkF and E and Jk0F = Jk0F (Rm×G).
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51.16. Consider the G-natural connection bundle Q and an arbitrary G-natural
bundle E.

Proposition. Every gauge natural operator A : Q E has finite order.

Proof. By 51.8, every G-natural bundle F determines a classical natural bundle
NF by NF (M) = F (M×G), NF (f) = F (f× idG). Given a G-natural operator
D : F  E, we denote byND its restriction toNF , i.e.NDM = DM×G. Clearly,
ND is a classical natural operator NF → NE.

Since our operator A is determined locally, we may restrict ourselves to the
product bundle M ×G. Then we have a classical natural operator NA. In this
situation the standard fiber g ⊗ Rm∗ of Q coincides with the direct product of
dimG copies of Rm∗. Hence we can apply proposition 23.5. �

52. The Utiyama theorem

52.1. The connection bundle. First we write the equations of a connection
Γ on Rm × G in a suitable form. Let ep be a basis of g and let ωp be the
corresponding (left) Maurer-Cartan forms given by

∑
p ω

p(Xg)ep = T (λg−1)(X).
Let
(1) (ωp)e = Γpi (x)dxi

be the equations of Γ(x, e), x ∈ Rm, e = the unit of G. Since Γ is right-invariant,
its equations on the whole space Rm ×G are
(2) ωp = Γpi (x)dxi.

The connection bundle QP = J1P/G is a first order gauge natural bundle
with standard fiber g⊗Rm∗. Having a PBm(G)-isomorphism Φ of Rm ×G into
itself
(3) x̄ = f(x), ȳ = ϕ(x) · y, f(0) = 0
with ϕ : Rm → G, its 1-jet j10Φ ∈W 1

mG is characterized by

(4) a = ϕ(0) ∈ G, (api ) = j1
0(a−1 · ϕ(x)) ∈ g⊗ Rm∗, (aij) = j1

0f ∈ G1
m.

Let Apq(a) be the coordinate expression of the adjoint representation of G. In
15.6 we deduced the following equations of the action of W 1

mG on g⊗ Rm∗

(5) Γ̄pi = Apq(a)(Γqj + aqj)ã
j
i .

The first jet prolongation J1QP of the connection bundle is a second order
gauge natural bundle, so that its standard fiber S1 = J1

0Q(Rm × G), with the
coordinates Γpi , Γpij = ∂Γpi /∂x

j , is a W 2
mG-space. The second order partial

derivatives apij of the map a−1 · ϕ(x) together with aijk = ∂2
jkf

i(0) are the addi-
tional coordinates on W 2

mG. Using 15.5, we deduce from (5) that the action of
W 2
mG on S1 has the form (5) and

Γ̄pij = Apq(a)Γqklã
k
i ã
l
j +Apq(a)aqklã

k
i ã
l
j+(6)

+Dp
qr(a)Γqka

r
l ã
k
i ã
l
j + Epqr(a)aqka

r
l ã
k
i ã
l
j +Apq(a)(Γqk + aqk)ãkij

where the D’s and E’s are some functions on G, which we shall not need.
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52.2. The curvature. To deduce the coordinate expression of the curvature
tensor, we shall use the structure equations of Γ. By 52.1.(1), the components
ϕp of the connection form of Γ are

(1) ϕp = ωp − Γpi (x)dxi.

The structure equations of Γ reads

(2) dϕp = cpqrϕ
q ∧ ϕr +Rpijdx

i ∧ dxj

where cpqr are the structure constants of G and Rpij is the curvature tensor. Since
ωp are the Maurer-Cartan forms of G, we have dωp = cpqrω

q ∧ ωr. Hence the
exterior differentiation of (1) yields

(3) dϕp = cpqr(ϕ
q + Γqi dx

i) ∧ (ϕr + Γrjdx
j) + Γpij(x)dxi ∧ dxj .

Comparing (2) with (3), we obtain

(4) Rpij = Γp[ij] + cpqrΓ
q
iΓ

r
j .

52.3. Generalization of the Utiyama theorem. The curvature of a connec-
tion Γ on P can be considered as a section CPΓ: BP → LP ⊗ Λ2T ∗BP , where
LP = P [g,Ad] is the so-called adjoint bundle of P , see 17.6. Using the language
of the theory of gauge natural bundles, D. J. Eck reformulated a classical result
by Utiyama in the following form: All first order gauge natural Lagrangians on
the connection bundle are of the form A ◦ C, where A is a zero order gauge
natural Lagrangian on the curvature bundle and C is the curvature operator,
[Eck, 81]. By 49.1, a first order Lagrangian on a connection bundle QP is a
morphism J1QP → ΛmT ∗BP , so that the Utiyama theorem deals with first
order gauge natural operators Q  ΛmT ∗B. We are going to generalize this
result. Since the proof will be based on the orbit reduction, we shall directly
discuss the standard fibers in question.

Denote by γ : S1 → g ⊗ Λ2
R
m∗ the formal curvature map 52.2.(4). One

sees easily that γ is a surjective submersion. The semi-direct decomposition
W 2
mG = G2

m o T
2
mG together with the target jet projection T 2

mG→ G defines a
group homomorphism p : W 2

mG→ G2
m×G. Let Z be a G2

m×G-space, which can
be considered as a W 2

mG-space by means of p. The standard fiber g⊗Λ2
R
m∗ of

the curvature bundle is a G1
m ×G-space, which can be interpreted as G2

m ×G-
space by means of the jet homomorphism π2

1 : G2
m → G1

m.

Proposition. For every W 2
mG-map f : S1 → Z there exists a unique G2

m ×G-
map g : g⊗ Λ2

R
m∗ → Z satisfying f = g ◦ γ.

Proof. On the kernel K of p : W 2
mG → G2

m × G we have the coordinates api ,
apij = apji introduced in 52.1. Let us replace the coordinates Γpij on S1 by

(1) Rpij = Γp[ij] + cpqrΓ
q
iΓ

r
j , Spij = Γp(ij),

while Γpi remain unchanged. Hence the coordinate form of γ is (Γpi , R
p
ij , S

p
ij) 7→

(Rpij). From 52.1.(5) and 52.1.(6) we can evaluate api and apij in such a way that
Γ̄pi = 0 and S̄pij = 0. This implies that each fiber of γ is a K-orbit. Then we
apply 28.1. �
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52.4. To interpret the proposition 52.3 in terms of operators, it is useful to
introduce a more subtle notion of principal prolongation W s,rP of order (s, r),
s ≥ r, of a principal fiber bundle P (M,G). Formally we can construct the fiber
product over M

(1) W s,rP = P sM ×M JrP

and the semi-direct product of Lie groups

(2) W s,r
m G = Gsm o T

r
mG

with respect to the right action (A,B) 7→ B ◦ πsr(A) of Gsm on T rmG. The right
action of W s,r

m G on W s,rP is given by a formula analogous to 15.4

(u, v)(A,B) = (u ◦A, v.(B ◦ πsr(A−1 ◦ u−1))),

u ∈ P sM , v ∈ JrP , A ∈ Gsm, B ∈ T rmG. In the case r = 0 we have a
direct product of Lie groups W s,0

m G = Gsm × G and the usual fibered product
W s,0P = P sM ×M P of principal fiber bundles.

To clarify the geometric substance of the previous construction, we have to use
the concept of (r, s, q)-jet of a fibered manifold morphism introduced in 12.19.
Then W s,rP can be defined as the space of all (r, r, s)-jets at (0, e) of the local
principal bundle isomorphisms Rm × G → P and the group W s,r

m G is the fiber
of W s,r(Rm ×G) over 0 ∈ Rm endowed with the jet composition. The proof is
left to the reader as an easy exercise. Furthermore, in the same way as in 51.2
we deduce that if two PBm(G)-morphisms f, g : P → P̄ satisfy jr,r,sy f = jr,r,sy g
at a point y ∈ Px, x ∈ BP , then this equality holds at every point of the fiber
Px. In this case we write jr,r,sx f = jr,r,sx g.

Now we can say that natural bundle F is of order (s, r), s ≥ r, if jr,r,sx f =
jr,r,sx g implies Ff |FxP = Fg|FxP . Using the proposition 51.10 we deduce quite
similarly to 51.6 that every gauge natural bundle of order (s,r) is a fiber bundle
associated to W s,r.

Then the proposition 52.3 is equivalent to the following assertion.

General Utiyama theorem. Let F be a gauge natural bundle of order (2, 0).
Then for every first order gauge natural operator A : Q  F there exists a
unique natural transformation Ā : L⊗Λ2T ∗B → F satisfying A = Ā ◦C, where
C : Q L⊗ Λ2T ∗B is the curvature operator.

In all concrete problems in this chapter the result will be applied to gauge
natural bundles of order (1,0). By definition, every such a bundle has the order
(2,0) as well.

52.5. Curvature-like operators. The curvature operator C : Q L⊗Λ2T ∗B
is a gauge natural operator because of the geometric definition of the curva-
ture. We are going to determine all gauge natural operators Q  L ⊗ ⊗2T ∗B.
(We shall see that the values of all of them lie in L ⊗ Λ2T ∗B. But this is an
interesting geometric result that the antisymmetry of such operators is a con-
sequence of their gauge naturality.) Let Z ⊂ L(g, g) be the subspace of all
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linear maps commuting with the adjoint action of G. Since every z ∈ Z is an
equivariant linear map between the standard fibers, it induces a vector bundle
morphism z̄P : LP → LP . Hence we can construct a modified curvature operator
C(z)P : (z̄P ⊗ Λ2T ∗idBP ) ◦ CP .

Proposition. All gauge natural operators Q  L ⊗ ⊗2T ∗B are the modified
curvature operators C(z) for all z ∈ Z.

Proof. By 51.16, every gauge natural operator A on the connection bundle has
finite order. The r-th order gauge natural operators correspond to the W r+1

m G-
equivariant maps Jr0Q → g ⊗ ⊗2

R
m∗. Let Γpiα be the induced coordinates on

Jr0Q, where α is a multi index of range m with |α| ≤ r. On g⊗⊗2
R
m∗ we have

the canonical coordinates Rpij and the action

(1) R̄pij = Apq(a)Rqklã
k
i ã
l
j .

Hence the coordinate components of the map associated to A are some func-
tions fpij(Γ

q
kα). If we consider the canonical inclusion of G1

m into W r+1
m G, then

analogously to 14.20 the transformation laws of all quantities Γpiα are tensorial.
The equivariance with respect to the homotheties in G1

m gives a homogeneity
condition

(2) c2fpij(Γ
q
kα) = fpij(c

1+|α|Γqkα) 0 6= c ∈ R.
By the homogeneous function theorem, fpij is independent of Γpiα with |α| ≥ 2.
Hence A is a first order operator and we can apply the general Utiyama theorem.

The associated map

(3) g : g⊗ Λ2
R
m∗ → g⊗⊗2

R
m∗

of the induced natural transformation L⊗Λ2T ∗B → L⊗⊗2T ∗B is of the form
gpij(R

q
kl). Using the homotheties in G1

m we find that g is linear. If we fix one
coordinate in g on the right-hand side of the arrow (3), we obtain a linear G1

m-
map ×nΛ2

R
m∗ → ⊗2

R
m∗. By 24.8.(5), this map is a linear combination of the

individual inclusions Λ2
R
m∗ ↪→ ⊗2

R
m∗, i.e.

(4) gpij = zpqR
q
ij .

Using the equivariance with respect to the canonical inclusion of G into W 2
mG,

we find that the linear map (zpq ) : g→ g commutes with the adjoint action. �

52.6. Remark. In the case that the structure group is the general linear group
GL(n) of an arbitrary dimension n, the invariant tensor theorem implies directly
that the Ad-invariant linear maps gl(n) → gl(n) are generated by the identity
and the map X 7→ (traceX)id. Then the proposition 52.5 gives a two-parameter
family of all GL(n)-natural operators Q  L ⊗ ⊗2T ∗B, which the first author
deduced by direct evaluation in [Kolář, 87b]. In general it is remarkable that
the study of the case of the special structure group GL(n), to which we can
apply the generalized invariant tensor theorem, plays a useful heuristic role in
the theory of gauge natural operators.

Further we remark that all gauge natural operators Q ⊕ Q  L ⊗ ⊗2T ∗B
transforming pairs of connections on an arbitrary principal fiber bundle P into
sections of LP ⊗⊗2T ∗BP are determined in [Kurek, to appear a].
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52.7. Generalized Chern-Weil forms. We recall that for every vector bun-
dle E → M , a section of E ⊗ ΛrT ∗M is called an E-valued r-form, see 7.11.
For E = M × R we obtain the usual exterior forms on M . Consider a linear
action ρ of a Lie group G on a vector space V and denote by Ṽ the G-natural
bundle over m-manifolds determined by this action of G = W 0

mG. We are going
to construct some gauge natural operators transforming every connection Γ on a
principal bundle P (M,G) into a Ṽ (P )-valued exterior form. In the special case
of the identity action of G on R, i.e. ρ(g) = idR for all g ∈ G, we obtain the
classical Chern-Weil forms of Γ, [Kobayashi,Nomizu, 69].

Let h : Srg → V be a linear G-map. We have Sr(g ⊗ Λ2
R
m∗) = Srg ⊗

SrΛ2
R
m∗, so that we can define h̄ : g⊗ Λ2

R
m∗ → V ⊗ Λ2r

R
m∗ by

(1) h̄(A) = (h⊗Alt)(A⊗ · · · ⊗A), A ∈ g⊗ Λ2
R
m∗,

where Alt : SrΛ2
R
m∗ → Λ2r

R
m∗ is the tensor alternation. Since g ⊗ Λ2

R
m∗

or V ⊗ Λ2r
R
m∗ is the standard fiber of the curvature bundle or of Ṽ (P ) ⊗

Λ2rT ∗M , respectively, h̄ induces a bundle morphism h̄P : L(P ) ⊗ Λ2T ∗M →
Ṽ (P ) ⊗ Λ2rT ∗M . For every connection Γ: M → QP , we first construct its
curvature CPΓ and then a Ṽ (P )-valued 2r-form

(2) h̃P (Γ) = h̄P (CPΓ).

Such forms will be called generalized Chern-Weil forms.
Let I(g, V ) denote the space of all polynomial G-maps of g into V . Every

H ∈ I(g, V ) is determined by a finite sequence of linear G-maps hri : Srig→ V ,
i = 1, . . . , n. Then

H̃P (Γ) = h̃r1P (Γ) + · · ·+ h̃rnP (Γ)

is a section of Ṽ (P )⊗ ΛT ∗M for every connection Γ on P . By definition, H̃ is
a gauge natural operator Q Ṽ ⊗ ΛT ∗B.

52.8. Theorem. All G-natural operators Q  Ṽ ⊗ ΛT ∗B are of the form H̃
for all H ∈ I(g, V ).

Proof. Consider some linear coordinates yp on g and za on V and the induced
coordinates ypij on g⊗ Λ2

R
m∗ and zai1...is on V ⊗ ΛsRm∗.

By 51.16 every G-natural operator A : Q Ṽ ⊗ ΛsT ∗B has a finite order k.
Hence its associated map f : Jk0Q→ V ⊗ ΛsRm∗ is of the form

zai1...is = fai1...is(Γ
p
iα), 0 ≤ |α| ≤ k.

The homotheties in G1
m give a homogeneity condition

ksfai1...is(Γ
p
iα) = fai1...is(k

1+|α|Γpiα).

This implies that f is a polynomial map in Γpiα. Fix a, p1, |α1|, . . . , pr, |αr| with
|α1| ≥ 2 and consider the subpolynomial of the a-th component of f which is
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formed by the linear combinations of Γp1
i1α1

. . .Γprirαr . It represents a GL(m)-map
R
m∗ ⊗ S|α1|Rm∗ × . . . × Rm∗ ⊗ S|αr|Rm∗ → ΛpRm∗. Analogously to 24.8 we

deduce that this is the zero map because of the symmetric component S|α1|Rm∗.
Hence A is a first order operator.

Applying the general Utiyama theorem, we obtain f = g ◦ γ, where g is a
G1
m ×G-map g⊗ Λ2

R
m∗ → V ⊗ ΛsRm∗. The coordinate form of g is

zai1...is = gai1...is(y
p
ij).

Using the homotheties in G1
m we find that s = 2r and g is a polynomial of degree

r in ypij . Its total polarization is a linear map Sr(g ⊗ Λ2
R
m∗) → V ⊗ Λ2r

R
m∗.

If we fix one coordinate in V and any r-tuple of coordinates in g, we obtain
an underlying problem of finding all linear G1

m-maps ⊗rΛ2
R
m∗ → Λ2r

R
m∗. By

24.8.(5) each this map is a constant multiple of yp1
[i1i2

. . . ypri2r−1i2r]. Hence g is of
the form

cap1...pry
p1
[i1i2

. . . ypri2r−1i2r].

The equivariance with respect to the canonical inclusion of G into W 2
mG implies

that (cap1...pr ) : Srg→ V is a G-map. �

52.9. Consider the special case of the identity action of G on R. Then every
linear G-map Srg → R is identified with a G-invariant element of Srg∗ and
the (M × R)-valued forms are the classical differential forms on M . Hence
52.7.(2) gives the classical Chern-Weil forms of a connection. In this case the
theorem 52.8 reads that all gauge natural differential forms on connections are
the classical Chern-Weil forms. All of them are of even degree. The exterior
differential of a Chern-Weil form is a gauge natural form of odd degree. By the
theorem 52.8 it must be a zero form. This gives an interesting application of
gauge naturality for proving the following classical result.

Corollary. All classical Chern-Weil forms are closed.

52.10. In general, if one has a vector bundle E → M , an E-valued r-form
ω : ΛrTM → E and a linear connection ∆ on E, one introduces the covariant
exterior derivative d∆ω : Λr+1TM → E, see 11.14. Consider the situation from
52.7. For every H ∈ I(g, V ) and every connection Γ on P we have constructed
a Ṽ (P )-valued form H̃P (Γ), which is of even degree. According to 11.11, Γ
induces a linear connection ΓV on Ṽ (P ). Then dΓV H̃P (Γ) is a gauge natural
Ṽ (P )-valued form of odd degree. By the theorem 52.8 it is a zero form. Thus,
we have proved the following interesting geometric result.

Proposition. For every H ∈ I(g, V ) and every connection Γ on P , it holds

dΓV H̃P (Γ) = 0.

52.11. Remark. We remark that another generalization of Chern-Weil forms
is studied in [Lecomte, 85].

52.12. Gauge natural approach to the Bianchi identity. It is remarkable
that the Bianchi identity for a principal connection Γ: BP → QP can be deduced
in a similar way. Using the notation from 52.5, we first prove an auxiliary result.
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Lemma. The only gauge natural operator Q L⊗Λ3T ∗B is the zero operator.

Proof. By 51.16, every such operator A has finite order. Let

fpijk(Γqlα), 0 ≤ |α| ≤ r

be its associated map. The homotheties in G1
m yield a homogeneity condition

(1) c3fpijk(Γqlα) = fpijk(c1+|α|Γqlα), c ∈ R \ {0}.

Hence f is polynomial in Γpi , Γpij and Γpijk of degrees d0, d1 and d2 satisfying

3 = d0 + 2d1 + 3d2.

This implies f is linear in Γpijk. But Γpijk represent a linear GL(m)-map Rm∗ ⊗
S2
R
m∗ → Λ3

R
m∗ for each p = 1, . . . , n. By 24.8 the only possibility is the

zero map. Hence A is a first order operator. By the general Utiyama theorem,
f factorizes through a map g : g ⊗ Λ2

R
m∗ → g ⊗ Λ3

R
m∗. The equivariance

of g with respect to the homotheties in G1
m yields a homogeneity condition

c3g(y) = g(c2y), y ∈ g⊗Λ2
R
m∗. Since there is no integer satisfying 3 = 2d, g is

the zero map. �

The curvature of Γ is a section CPΓ: BP → LP ⊗ Λ2T ∗BP . According to
the general theory, Γ induces a linear connection Γ̃ on the adjoint bundle LP .
Hence we can construct the covariant exterior differential

(2) ∇Γ̃CPΓ: BP → LP ⊗ Λ3T ∗BP.

By the geometric character of this construction, (2) determines a gauge natural
operator. Then our lemma implies

(3) ∇Γ̃CP (Γ) = 0.

By 11.15, this is the Bianchi identity for Γ.

53. Base extending gauge natural operators

53.1. Analogously to 18.17, we now formulate the concept of gauge natural
operators in more general situation. Let F , E and H be three G-natural bundles
over m-manifolds.

Definition. A gauge natural operator D : F  (E,H) is a system of regular
operators DP : C∞FP → C∞BP (EP,HP ) for every PBm(G)-object P satisfying
DP̄ (Ff ◦ s ◦ Bf−1) = Hf ◦ DP (s) ◦ Ef−1 for every s ∈ C∞FP and every
PBm(G)-isomorphism f : P → P̄ , as well as a localization condition analogous
to 51.14.(b).
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53.2. Quite similarly to 18.19, one deduces

Proposition. k-th order gauge natural operators F  (E,H) are in a canonical
bijection with the natural transformations JrF ⊕ E → H.

If we have a natural transformation q : H → E such that every qP : HP → EP
is a surjective submersion and we require every DP (s) to be a section of qP , we
write D : F  (H → E). Then we find in the same way as in 51.15 that the
G-natural operators F  (H → E) are in bijection with the W s

m-equivariant
maps f : Jk0F × E0 → H0, satisfying q0 ◦ f = pr2, where q0 : H0 → E0 is the
restriction of qRm×G and s is the maximum of the orders in question.

53.3. Gauge natural operators Q (QT → TB). In 46.3 we deduced that
every connection Γ on principal bundle P →M with structure group G induces
a connection T Γ on the principal bundle TP → TM with structure group TG.
Hence T is a (first-order) G-natural operator Q  (QT → TB). Now we are
going to determine all first-order G-natural operators Q  (QT → TB). Since
the difference of two connections on TP → TBP is a section of L(TP )⊗T ∗TBP ,
it suffices to determine all first-order G-natural operators Q (LT ⊗ T ∗TB →
TB). The fiber of the total projection L(T (Rm ×G))⊗ T ∗TRm → TRm → R

m

over 0 ∈ Rm is the product of Rm with tg⊗ T ∗0 TRm, 0 ∈ TRm = R
2m. By 53.2

our operators are in bijection with the W 2
mG-equivariant maps J1

0Q(Rm ×G)×
R
m → R

m × tg⊗ T ∗0 TRm over the identity of Rm.
We know from 10.17 that TG coincides with the semidirect product G o g

with the following multiplication

(1) (g1, X1)(g2, X2) = (g1g2,Ad(g−1
2 )(X1) +X2)

where Ad means the adjoint action of G. This identifies the Lie algebra tg of TG
with g × g and a direct calculation yields the following formula for the adjoint
action AdTG of TG

(2) AdTG(g,X)(Y, V ) = (Ad(g)(Y ),Ad(g)([X,Y ] + V )).

Hence the subspace 0× g ⊂ tg is AdTG-invariant, so that it defines a subbundle
K(TP ) ⊂ L(TP ). The injection V 7→ (0, V ) induces a map IP : LP → K(TP ).

Every modified curvature C(z)P (Γ) of a connection Γ on P , see 52.5, can be
interpreted as a linear morphism Λ2TBP → LP . Then we can define a linear
map µ(C(z)P (Γ)) : TTBP → L(TP ) by

(3) µ(C(z)P (Γ))(A) = IP (C(z)P (Γ)(π1A ∧ π2A)), A ∈ TTBP

where π1 : TTBP → TBP is the bundle projection and π2 : TTBP → TBP is
the tangent map of the bundle projection TBP → BP . This determines one
series µ(C(z)), z ∈ Z, of G-natural operators Q (LT ⊗ T ∗TB → TB).

Moreover, if we consider a modified curvature C(z)P (Γ) as a map C(z) : P ⊕
Λ2TBP → g, we can construct its vertical prolongation with respect to the first
factor

V1C(z)P (Γ) : V P ⊕ Λ2TBP → Tg = tg.
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53. Base-extending gauge natural operators 407

Then we add the vertical projection ν : TP → V P of the connection Γ and we
use the projections π1and π2 from (3). This yields a map

τ(C(z)P (Γ)) : TP ⊕ TTBP → tg(4)

τ(C(z)P (Γ))(U,A) = V1C(z)P (Γ)(νU, π1A ∧ π2A), U ∈ TP, A ∈ TTBP.

The latter map can be interpreted as a section of L(TP )⊗T ∗TBP , which gives
another series τ(C(z)), z ∈ Z, of G-natural operators Q (LT⊗T ∗TB → TB).

Proposition. All first-order gauge natural operators Q  (QT → TB) form
the following 2dimZ-parameter family

(5) T + µ(C(z)) + τ(C(z̄)), z, z̄ ∈ Z.

The proof will occupy the rest of this section.

53.4. Let Γ be a connection on Rm ×G with equations

(1) ωp = Γpi (x)dxi.

Let (εp) be the second component of the Maurer-Cartan form of TG (the first
one is (ωp)) and let Xi be the induced coordinates on T0R

m. Applying the
description of the Maurer-Cartan form of TG from 37.16 to (1), we find the
equation of T Γ is of the form (1) and

(2) εp =
∂Γpi
∂xj

Xjdxi + Γpi dX
i.

53.5. Remark first that every d
dt

∣∣
0
x(t) ∈ T0R

m defines a map

(1) T 1
mG→ TG, j1

0ϕ 7→ d
dt

∣∣
0

(ϕ ◦ x)(t).

Consider an isomorphism x̄ = f(x), ȳ = ϕ(x) · y of Rm × G and an element of
V (T (Rm × G) → TRm). Clearly, such an element can be generated by a map
(x(t), y(t, u)) : R2 → R

m ×G, t, u ∈ R. This map is transformed into

(2) x̄ = f(x(t)), ȳ = ϕ(x(t)) · y(t, u).

Differentiating with respect to t, we find

(3)
dȳ

dt
= Tµ(

dϕ(x(0))
dt

,
dy(0, u)
dt

)

where µ : G × G → G is the group composition. This implies that the next
differentiation with respect to u yields the adjoint action of TG with respect to
(1). Thus, if (Y p, V p) are the coordinates in tg given by our basis in g, then
we deduce by the latter observation that the action of W 2

mG on Rm × tg is
X̄i = aijX

j and

(4) Ȳ p = Apq(a)Y q, V̄ p = Apq(a)(cqrsa
r
jX

jY s + V q).

On the other hand, the action of W 2
mG on T0TR

m goes through the projection
into G2

m and has the standard form

(5) dx̄i = aijdx
j , dX̄i = aijkX

jdxk + aijdX
j .
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53.6. Our problem is to find all W 2
mG-equivariant maps f : Rm× J1

0Q→ R
m×

tg⊗ T ∗0 TRm over idRm . On J1
0Q, we replace Γpij by Rpij and Spij as in 52.3. The

coordinates on tg⊗ T ∗0 TRm are given by

Y p = Bpi dx
i + Cpi dX

i(1)

V p = Dp
i dx

i + Epi dX
i.(2)

Hence all components of f are smooth functions of X = (Xi), Γ = (Γpi ), R =
(Rpij), S = (Spij). Using 53.5.(4)–(5), we deduce from (1) the transformation
laws

C̄pi = Apq(a)Cqj ã
j
i(3)

B̄pi = Apq(a)Bqj ã
j
i −A

p
q(a)Cqk ã

k
j a
j
liX

l.(4)

Let us start with the component Cpi (X,Γ, R, S) of f . Using apij and api , we
deduce that C’s are independent of Γ and S. Then we have the situation of the
following lemma.

Lemma. All AdG ×GL(m,R)-equivariant maps Rm × g ⊗ Λ2
R
m∗ → g ⊗ Rm∗

have the form µpqR
q
ijX

j with (µpq) ∈ Z.

Proof. First we determine all GL(m,R)-maps h : Rm × ×n ⊗2
R
m∗ → ×nRm∗,

h = (hpi (b
q
jk, X

l)). If we consider the contraction 〈h, v〉 of h with v = (vi) ∈ Rm,
we can apply the tensor evaluation theorem to each component of 〈h, v〉. This
yields

hpi v
i = ϕp(bqijX

iXj , brijv
iXj , bsijX

ivj , btijv
ivj).

Differentiating with respect to vi and setting vi = 0, we obtain

(5) hpi = ϕpq(b
r
klX

kX l)bqijX
j + ψpq (brklX

kX l)bqjiX
j

with arbitrary smooth functions ϕpq , ψpq of n variables. If bpij = Rpij are antisym-
metric, we have RpijX

iXj = 0 and RpijX
j = −RpjiXj , so that

(6) hpi = µpqR
q
ijX

j , µpq ∈ R.

The equivariance with respect to G then yields Apq(a)µqr = µpqA
q
r(a), i.e. (µpq) ∈

Z. �

Thus our lemma implies Cpi = µpqR
q
ijX

j , (µpq) ∈ Z. For the components Bpi
of f , the use of api and apij gives that B’s are independent of Γ and S. Then the
equivariance with respect to aijk yields

(7) Cpi = 0.

Using our lemma again, we obtain

(8) Bpi = γpqR
q
ijX

j , (γpq ) ∈ Z.
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53.7. From 53.6.(2) we deduce the transformation laws

Ēpi = Apq(a)Eqj ã
j
i +Apq(a)cqrsa

r
jX

jCsi(1)

D̄p
i = Apq(a)Dq

j ã
j
i +Apq(a)cqrsa

r
jX

jBsi − Ē
p
j a
j
kiX

k.(2)

By 53.6.(7), the first equation implies Epi = µpqR
q
ijX

j , (µpq) ∈ Z, in the same way
as in 53.6. Using apij in the second equation, we find that the D’s are independent
of S. Then the use of aijk implies

(3) Epi = 0.

The equivariance of D’s with a = e, aij = δij now reads

Dp
i (X,Γqj + aqj , R) = Dp

i (X,Γ, R) + cpqra
q
jX

jγrsR
s
ikX

k.

Differentiating with respect to aqj and setting aqj = 0, we find that the D’s are
of the form

Dp
i = cpqrΓ

q
jX

jγrsR
s
ikX

k + F pi (Xj , RqklX
l).

The ‘absolute terms’ F pi can be determined by lemma 53.6. This yields

(4) Dp
i = cpqrΓ

q
jX

jγrsR
s
ikX

k + kpqR
q
ijX

j , (kpq ) ∈ Z.

One verifies easily that (3), (4) together with 53.6.(7)–(8) and 53.4.(1)–(2) is
the coordinate form of proposition 53.3. �

54. Induced linear connections on the total space
of vector and principal bundles

54.1. Gauge natural operators Q ⊕ QTB  QT . Given a vector bundle
π : E → BE of fiber dimension n, we denote by GL(Rn, E) → BE the bundle
of all linear frames in the individual fibers of E, see 10.11. This is a principal
bundle with structure group GL(n), n = the fiber dimension of E. Clearly E
is identified with the fiber bundle associated to GL(Rn, E) with standard fiber
R
n. The construction of associated bundles establishes a natural equivalence

between the category PBm(GL(n)) and the category VBm,n := VB ∩ FMm,n.
A linear connection D on a vector bundle E is usually defined as a linear

morphism D : E → J1E splitting the target jet projection J1E → E, see sec-
tion 17. One finds easily that there is a canonical bijection between the linear
connections on E and the principal connections on GL(Rn, E), see 11.11. That
is why we can say that Q(GL(Rn, E)) =: QE is the bundle of linear connections
on E. In the special case E = TBE this gives a well-known fact from the theory
of classical linear connections on a manifold.
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410 Chapter XII. Gauge natural bundles and operators

An interesting geometrical problem is how a linear connection D on a vector
bundle E and a classical linear connection Λ on the base manifold BE can
induce a classical linear connection on the total space E. More precisely, we
are looking for operators which are natural on the category VBm,n. Taking into
account the natural equivalence between VBm,n and PBm(GL(n)), we see that
this is a problem on base-extending GL(n)-natural operators. But we find it
more instructive to apply the direct approach in this section. Thus, our problem
is to find all operators Q⊕QTB  QT which are natural on VBm,n.

54.2. First we describe a concrete construction of such an operator. Let us
denote the covariant differentiation with respect to a connection by the symbol
of the connection itself. Thus, if X is a vector field on BE and s is a section
of E, then DXs is a section of E. Further, let XD denote the horizontal lift
of vector field X with respect to D. Moreover, using the translations in the
individual fibers of E, we derive from every section s : BE → E a vertical vector
field sV on E called the vertical lift of s.

Proposition. For every linear connection D on a vector bundle E and every
classical linear connection Λ on BE there exists a unique classical linear connec-
tion Γ = Γ(D,Λ) on the total space E with the following properties

(1)
ΓXDY

D = (ΛXY )D, ΓXDs
V = (DXs)V ,

ΓsVX
D = 0, ΓsV σ

V = 0,

for all vector fields X, Y on BE and all section s, σ of E.

Proof. We use direct evaluation, because we shall need the coordinate expres-
sions in the sequel. Let xi, yp be some local linear coordinates on E and
Xi = dxi, Y p = dyp be the induced coordinates on TE. If

(2) dyp = Dp
qi(x)yqdxi

are the equations of D and ξi(x) ∂
∂xi or sp(x) is the coordinate form of X or s,

respectively, then DXs is expressed by

(3)
∂sp

∂xi
ξi −Dp

qis
qξi.

The coordinate expression of XD is

(4) ξi
∂

∂xi
+Dp

qiy
qξi

∂

∂yp

and sV is given by

(5) sp(x)
∂

∂yp
.
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Let

(6) dXi = ΛijkX
jdxk

be the coordinate expression of Λ and let

(7)
dXi = (ΓijkX

j + ΓipkY
p)dxk + (ΓijqX

j + ΓipqY
p)dyq,

dY p = (ΓpijX
i + ΓpqjY

q)dxj + (ΓpirX
i + ΓpqrY

q)dyr

be the coordinate expression of Γ. Evaluating (1), we obtain

(8)
Γijk = Λijk, Γpij =

(
∂

∂xj
Dp
qi −D

p
rjD

r
qi +Dp

qkΛkij

)
yq,

Γjip = Γjpi = 0, Γpiq = Γpqi = Dp
qi, Γipq = 0, Γpqr = 0.

This proves the existence and the uniqueness of Γ. �

54.3. Since the difference of two classical linear connections on E is a tensor
field of TE ⊗ T ∗E ⊗ T ∗E, we shall heavily use the gauge natural difference
tensors in characterizing all gauge natural operators Q⊕QTB  QT .

The projection Tπ : TE → TBE defines the dual inclusion E⊕T ∗BE ↪→ T ∗E.
The contracted curvature κ(D) of D is a tensor field of T ∗BE ⊗ T ∗BE. On the
other hand, the Liouville vector field L of E is a section of TE. Hence L⊗κ(D)
is one of the difference tensors we need.

Let ∆ be the horizontal form of D in the sense of 31.5, so that ∆ is a tensor
of TE ⊗ T ∗E. The contracted torsion tensor Ŝ of Λ is a section of T ∗BE and
we construct two kinds of tensor product ∆⊗ Ŝ and Ŝ ⊗∆.

According to 28.13, all natural operators transforming Λ into a section of
T ∗BE ⊗ T ∗BE form an 8-parameter family, which we denote by G(Λ). Hence
L⊗G(Λ) is an 8-parameter family of gauge natural difference tensors. Finally,
let N(Λ) be the 3-parameter family defined in 45.10.

Proposition. All gauge natural operators Q⊕QTB  QT form the following
15-parameter family

(1)
(1− k1)Γ(D,N(Λ)) + k1Γ̄(D,N(Λ)) + k2L⊗ κ(D)+

k3∆⊗ Ŝ + k4Ŝ ⊗∆ + L⊗G(Λ)

where bar denotes the conjugate connection.

We remark that the list (1) is essentially simplified if we assume Λ to be
without torsion. Then Ŝ vanishes, N(Λ) is reduced to Λ and the 8-parameter
family G(Λ) is reduced to a two-parameter family generated by the two different
contractions R1 and R2 of the curvature tensor of Λ. This yields the following

Corollary. All gauge natural operators transforming a linear connection D on
E and a linear symmetric connection Λ on TBE into a linear connection on TE
form the following 4-parameter family

(2) (1− k1)Γ(D,Λ) + k1Γ̄(D,Λ) + L⊗ (k2κ(D) + k3R1 + k4R2).
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412 Chapter XII. Gauge natural bundles and operators

54.4. To prove proposition 54.3, first we take into account that, analogously to
51.16 and 23.7, every gauge natural operator A : Q ⊕ QTB  QT has a finite
order. Let Sr = Jr0Q(Rm × Rn → R

m) be the fiber over 0 ∈ Rm of the r-th
jet prolongation of the connection bundle of the vector bundle Rm ×Rn → R

m,
let Zr = Jr0TR

m be the fiber over 0 ∈ Rm of the r-th jet prolongation of the
connection bundle of TRm and V be the fiber over 0 ∈ Rm of the connection
bundle of T (Rm × Rn) with respect to the total projection QT (Rm × Rn) →
(Rm × Rn) → R

m. Then all Sr, Zr, Rn and V are W r+1
m (GL(n)) =: W r+1

m,n -
spaces. In fact, W r+1

m,n acts on Zr by means of the base homomorphisms into
Gr+1
m , on Rn by means of the canonical projection into GL(n) and on V by means

of the jet homomorphism into W 1
m,n. The r-th order gauge natural operators

A : Q ⊕ QTB  QT are in bijection with W r+1
m,n -equivariant maps (denoted by

the same symbol) A : Sr×Zr×Rn → V satisfying q◦A = pr3, where q : V → R
n

is the canonical projection.
Formula 54.2.(2) induces on Sr the jet coordinates

(1) Dα = (Dp
qiα), 0 ≤ |α| ≤ r

where α is a multi index of range m. On Zr, 54.2.(6) induces analogously the
coordinates

(2) Λβ = (Λijkβ), 0 ≤ |β| ≤ r.

On V , we consider the coordinates y = (yp) and

(3) ΓABC , A, B, C = 1, . . . ,m+ n

given by 54.2.(7). Hence the coordinate expression of any smooth map f : Sr ×
Zr × Rn → V satisfying q ◦ f = pr3 is yp = yp and

(4) ΓABC = fABC(Dα,Λβ , y).

The coordinate form of a linear isomorphism of vector bundle Rm×Rn → R
m

is

(5) x̄i = f i(x), ȳp = fpq (x)yq.

The induced coordinates on W r+1
m,n are

aiα = ∂αf
i(0), apqβ = ∂βf

p
q (0), 0 < |α| ≤ r + 1, 0 ≤ |β| ≤ r + 1.

The above-mentioned homomorphism W r+1
m,n → Gr+1

m consists in suppressing the
coordinates apqβ .

The standard action of G2
m on Z0 is given by 25.2.(3). The action of W 1

m,n

on S0 is a special case of 52.1.(5) for the group G = GL(n). This yields

(6) D̄p
qi = aprΓ

r
sj ã

s
qã
j
i + aprj ã

r
qã
j
i .
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The canonical action of GL(n) on Rn is

(7) ȳp = apqy
q.

Using standard evaluation, we deduce from 54.2.(7) that the action of W 1
m,n on

V is (7) and

aijk + ailΓ
l
jk = Γ̄ilma

l
ja
m
k + Γ̄ipla

p
qjy

qalk + Γ̄ilpa
l
ja
p
qky

q + Γ̄ipqa
p
rjy

raqsky
s(8)

ailΓ
l
pj = Γ̄iqka

q
pa
k
j + Γ̄iqra

q
pa
r
sjy

s(9)

ailΓ
l
jp = Γ̄ikqa

k
j a
q
p + Γ̄iqra

q
sjy

sarp(10)

ailΓ
l
pq = Γ̄irsa

r
pa
s
q(11)

apqijy
q + apqky

qΓkij + apqΓ
q
ij = Γ̄pkla

k
i a
l
j + Γ̄pqla

q
riy

ralj+(12)

Γ̄pkqa
k
i a
q
rjy

r + Γ̄pqra
q
siy

sartjy
t

aprky
rΓkqi + apqi + aprΓ

r
qi = Γ̄prka

r
qa
k
i + Γ̄prsa

r
qa
s
tiy

t(13)

aprky
rΓkiq + apqi + aprΓ

r
iq = Γ̄pjra

j
ia
r
q + Γ̄prsa

r
tiy

tasq(14)

apsjy
sΓjqr + apsΓ

s
qr = Γ̄psta

s
qa
t
r(15)

54.5. Let H ⊂ W r+1
m,n be the subgroup determined by the (r + 1)-th jets of the

products of linear isomorphisms on both Rm and Rn, which is canonically isomor-
phic to GL(m)×GL(n). The standard prolongation procedure and 54.5.(8)–(15)
imply that the actions of H on Dp

qiα, Λijkβ and ΓABC are tensorial.
Consider the equivariance of f ipq with respect to the fiber homotheties. This

yields
k−2f ipq = f ipq(Dα,Λβ , ky).

Multiplying by k2 and letting k → 0, we obtain

(1) Γipq = f ipq = 0.

The equivariance of f ijp with respect to the fiber homotheties gives

k−1f ijp = f ijp(Dα,Λβ , ky).

This implies in the same way

(2) Γijp = 0.

For f ipj and fpqr we find quite similarly

(3) Γipj = 0, Γpqr = 0.

For fpqi the fiber homotheties give

fpqi = fpqi(Dα,Λβ , ky).
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Letting k → 0 we find fpqi are independent of yp. Then the base homotheties
yield

kfpqi = fpqi(k
1+|α|Dα, k

1+|β|Λβ).

By the homogeneous function theorem, fpqi are linear inDp
qi, Λijk and independent

of Dα, Λβ with |α| > 0, |β| > 0. By the generalized invariant tensor theorem,
we obtain

(4) fpqi = aDp
qi + bδpqD

r
ri + cδpqΛjji + dδpqΛjij .

Let K ⊂W r+1
m,n be the subgroup characterized by aij = δij , a

p
q = δpq . By 25.2.(3),

54.4.(6) and 54.4.(13), the equivariance of (4) on K reads

apqi = aapqi + bδpqa
r
ri + cδpqa

j
ji + dδpqa

i
ij .

This implies a = 1, b = 0, c+ d = 0, i.e.

(5) Γpqi = Dp
qi + c1δ

p
q (Λjji − Λjij), c1 ∈ R.

For fpiq we deduce in the same way

(6) Γpiq = Dp
qi + c2δ

p
q (Λjji − Λjij), c2 ∈ R.

The fiber homotheties yield that f ijk is independent of yp. Then the base
homotheties imply that f ijk is linear in Dp

qi, Λijk and independent of Dp
qiα, Λijkβ

with |α| > 0, |β| > 0. By the generalized invariant tensor theorem, we obtain

(7)
f ijk = aΛijk + bΛikj + cδijΛ

l
lk + dδijΛ

l
kl+

eδikΛllj + fδikΛljl + gδijD
p
pk + hδikD

p
pj .

By 25.2.(3), 54.4.(6) and 54.4.(8), the equivariance of (7) on K reads

aijk = (a+ b)aijk + (c+ d)δija
l
lk + (e+ f)δika

l
lj + gδija

p
pk + hδika

p
pj .

This implies a+ b = 1, c+ d = e+ f = g = h = 0, i.e.

(8) Γijk = (1− c3)Λijk + c3Λikj + c4δ
i
j(Λ

l
lk − Λlkl) + c5δ

i
k(Λllj − Λljl).

54.6. The study of fpij is quite analogous to 54.5, but it leads to more extended
evaluations. That is why we do not perform all of them in detail here. The fiber
homotheties yield

kfpij = fpij(Dα,Λβ , ky).

By the homogeneous function theorem, fpij is linear in yp, i.e.

fpij = F pijq(Dα,Λβ)yq.
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The base homotheties then imply

k2F pijq = F pijq(k
1+|α|Dα, k

1+|β|Λβ).

By the homogeneous function theorem, F pijq is linear in Dp
qij , Λijkl, bilinear in

Dp
qi, Λijk and independent of Dp

qiα, Λijkβ with |α| > 1, |β| > 1. Using the gen-
eralized invariant tensor theorem, we obtain F pijq in the form of a 40-parameter
family. The equivariance of fpij with respect to K then yields

Γpij =
(

(1− c6)Dp
qij + c6D

p
qji + c7δ

p
q (Dr

rij −Dr
rji)−(1)

c6D
p
riD

r
qj + (c6 − 1)Dp

rjD
r
qi + (1− c3)Dp

qkΛkij + c3D
p
qkΛkji+

(c4 − c1)Dp
qi(Λ

l
lj − Λljl) + (c5 − c2)Dp

qj(Λ
l
li − Λlil)+

δpqGij(Λ)
)
yq

where Gij(Λ) is the coordinate form of G(Λ).
One verifies directly that (1) and 54.5.(1)–(3), (5), (6), (8) is the coordinate

expression of 54.3.(1). �

54.7. The case of principal bundles. An analogous problem is to study the
gauge natural operators transforming a connection D on a principal G-bundle
π : P → BP and a classical linear connection Λ on the base manifold BP into a
classical linear connection on the total space P . First we present a geometrical
construction of such an operator.

Let vA be the vertical component of a vector A ∈ TyP and bA be its projection
to the base manifold. Consider a vector field X on BP such that j1

xX = Λ(bA),
x = π(y). Construct the lift XD of X and the fundamental vector field ϕ(vA)
determined by vA. An easy calculation shows that the rule

(1) A 7→ j1
y(XD + ϕ(vA))

determines a classical linear connection NP (D,Λ): TP → J1(TP → P ) on P .

54.8. We are going to determine all gauge natural operators of the above type.
The result of 54.3 suggests us that the case Λ is without torsion is much simpler
than the general case. That is why we restrict ourselves to a symmetric Λ. Since
the difference of two classical linear connections on P is a tensor field of type
TP ⊗ T ∗P ⊗ T ∗P , we characterize all gauge natural operators in question as
a sum of the operator N from 54.7 and of the gauge natural difference tensor
fields. We construct geometrically the following 3 systems of difference tensor
fields.

I. The connection form of D is a linear map ω : TP → g. Take any bilinear
map f1 : g × g → g and compose ω ⊕ ω with f1. This defines an n3-parameter
system of difference tensor fields TP ⊗ TP → V P , n = dimG.
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II. The curvature form Dω of ω is a bilinear map TP ⊕ TP → g. Take any
linear map f2 : g → g and compose Dω with f2. This yields an n2-parameter
system of difference tensor fields.

III. By 28.7, all natural operators transforming a linear symmetric connection
Λ on BP into a tensor field of T ∗BP ⊗T ∗BP form a 2-parameter family linearly
generated by both different contractions R1 and R2 of the curvature tensor of Λ.
The tangent map of the bundle projection P → BP defines the dual injection
P ⊕ T ∗BP → T ∗P . Taking any fundamental vector field Ȳ determined by a
vector Y ∈ g, we obtain a 2n-parameter system of difference tensor fields linearly
generated by Ȳ ⊗R1 and Ȳ ⊗R2.

54.9. Proposition. All gauge natural operators transforming a connection on
P and a classical linear symmetric connection of the base manifold BP into
a classical linear connection on P form the (n3 + n2 + 2n)-parameter family
generated by operator N and by the above families I, II, and III of the difference
tensor fields.

The proof consists in straightforward application of our techniques, but it is
too long to be performed here. We refer the reader to [Kolář, to appear a].

Remarks

Our approach to gauge natural bundles and operators generalizes directly the
theory of natural bundles. So we also prove the regularity originally assumed
in [Eck, 81]. Let us mention that, analogously to chapter XI, we can define
the Lie derivative of sections of gauge natural bundles with respect to the right
invariant vector fields on the corresponding principal fiber bundles and then
the infinitesimally gauge natural operators. The relation between the gauge
naturality and infinitesimal gauge naturality is similar to the case of natural
bundles if the gauge group is connected; more information can be found in [Cap,
Slovák, 92].

The first application of our methods for finding gauge natural operators was
presented in [Kolář, 87b]. The considerations in that paper are restricted to
the case the structure group is the general linear group GL(n) in an arbitrary
dimension (independent of the dimension of the base manifold), for in such a
case one can apply directly the results from chapter VI. [Kolář, 87b] has also
determined all GL(n)-natural operators transforming a principal connection on
a principal bundle P and a classical linear connection on the base manifold into
a principal connection on W 1P . The curvature-like operators were found in the
special case G = GL(n) in [Kolář, 87b] and the general problem was solved
in [Kolář, to appear a]. The greater part of the results from section 52 was
deduced in [Kolář, to appear b]. Proposition 53.3 was proved for the special
case G = GL(n) in [Kolář, 91], the general result is first presented in this book.
Section 54 is based on [Gancarzewicz, Kolář, 91].
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Bröcker, T.; Jänich, K., Einführung in die Differentialtopologie, Springer-Verlag, Heidelberg,

1973.
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School on Geometry and Physics (Srńı 1990), Rend. Circ. Mat. Palermo (2) Suppl. 26

(1991), 113–121.

Cap, A.; Slovák, J., Infinitesimally natural operators are natural, Diff. Geo. Appl. 2 (1992),

45–55.
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Janyška J., On natural operations with linear connections, Czechoslovak Math. J. 35 (1985),

106–115.
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Kolář, I., Lie derivatives of sectorform fields, Colloq. math. LV (1988), 71–78.
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1990.
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Paris, série I 300 (1985), 173–176.

Okassa, E., Prolongement des champs de vecteurs à des variétés de points proches, Ann. Fac.
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List of symbols

1j the multi index with j-th component one and all others zero, 13.2
α : Jr(M,N)→M the source mapping of jets, 12.2
β : Jr(M,N)→ N the target mapping of jets, 12.2
B : FM→Mf the base functor, 2.20
C∞E, also C∞(E →M) the space of smooth sections of a fiber bundle
C∞(M,N) the space of smooth maps of M into N
C∞x (M,N) the space of germs at x ∈M , 1.4
conja : G→ G the conjugation in a Lie group G by a ∈ G, 4.24
d usually the exterior derivative, 7.8
D the algebra of dual numbers, 37.1
D
r
n = Jr0 (Rn,R) the algebra of r-jets of functions, 40.5

(E, p,M, S), also simply E usually a fiber bundle with total space E, base M ,
and standard fiber S, 9.1

F usually the flow operator of a natural bundle F , 6.19, 42.1
FlXt , also Fl(t,X) the flow of a vector field X, 3.7
FM the category of fibered manifolds and fiber respecting mappings, 2.20
FMm the category of fibered manifolds with m-dimensional bases and fiber

respecting mappings with local diffeomorphisms as base maps, 12.16
FMm,n the category of fibered manifolds with m-dimensional bases and n-

dimensional fibers and locally invertible fiber respecting mappings,
17.1

FM∗ the category of star bundles, 41.1
G usually a general Lie group with multiplication µ : G × G → G, left

translation λ, and right translation ρ
g the Lie algebra of a Lie group G
Grm the jet group (differential group) of order r in dimension m, 12.6
Grm,n the jet group of order r of the category FMm,n, 18.8
GL(n) the general linear group in dimension n with real coefficients, 4.30
GL(Rn, E) the linear frame bundle of a vector bundle E, 10.11
Ik short for the k × k-identity matrix IdRk
invJr(M,N) the bundle of invertible r-jets of M into N , 12.3
JrE the bundle of r-jets of local sections of a fiber bundle E →M , 12.16
Jr(M,N) the bundle of r-jets of smooth functions from M to N , 12.2
jrf(x), also jrxf the r-jet of a mapping f at x, 12.2
Kr
n the functor of (n, r)-contact elements, 12.15
L the Lie derivative, 6.15, 47.4
` : G× S → S usually a left action of a Lie group
L(V,W ) the space of all linear maps of vector space V into a vector space W
LP = P [g,Ad] the adjoint bundle of principal bundle P (M,G), 17.6
Lr the r-th order skeleton of the category Mf , 12.6
M usually a (base) manifold
Mf the category of manifolds and smooth mappings, 1.2
Mfm the category of m-dimensional manifolds and local diffeomorphisms,

6.14
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N natural numbers
Ωk(M) the space of k-forms on a manifold M , 7.4
Ωk(M,E) the space of E-valued k-forms, 7.11
P (M,G), also (P, p,M,G) a principal fiber bundle with structure group G,

10.6
P [S, `], also P [S] the associated bundle to a principal bundle P (M,G) for the

action ` : G× S → S, 10.7
PB the category of principal fiber bundles, 10.6
PBm the category of principal bundles over m-dimensional manifolds and of

PB-morphisms covering local diffeomorphisms, 17.4
PB(G) the category of principal G-bundles, 10.6
PBm(G) the category of principal G-bundles over m-dimensional manifolds

and local isomorphisms, 15.1
P rM = invJr0 (RdimM ,M) the r-th order frame bundle of a manifold M , 12.12
πrs : Jr(M,N)→ Js(M,N) projection of r-jets into s-jets, s ≤ r, 12.2
QP the connection bundle of a principal bundle P , 17.4
QτP

1M the bundle of torsion free linear connections, 25.3
R real numbers
r : P ×G→ P usually a right action, in particular the principal right action of

a principal bundle
TM the tangent bundle of a manifold M with projection πM : TM → M

1.7
T (r)M = Jr(M,R)∗0 the r-order tangent bundle, 12.14
T rk = Jr0 (Rk, ) the functor of (k, r)-velocities, 12.8
TA the Weil functor corresponding to the Weil algebra A, 35.11
tx usually the translation Rm → R

m, y 7→ y + x
VB the category of vector bundles, 6.3
W r
mG the (m, r)-principal prolongation of a Lie group G, 15.2

W rP the r-th principal prolongation of a principal bundle P , 15.3
X(M) the set of all vector fields on a manifold M , 3.1
Y →M usually a fibered manifold
Z integers
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A
A-admissible, 341

A-velocity, 306

absolute differential, 164

absolute differential along X, 163, 164

absolute operator, 351

action of a category, 147

adjoint representation, 38

admissible category, 171

affine bundle, 60

affine bundle functor on Mfm, 142

algebraic bracket, 68

algebraic description of Weil functors, 305

almost complex structure, 75

almost Whitney-extendible, 184

anholonomic, 16

associated bundle, 90

associated map, 171, 174

associated map to the k-th order operator A,

143

associated maps of the bundle functor F , 139

atlas, 4

B
base, 11, 50

base extending, 173

base functor B : FM→Mf , 15

Bianchi identity, 78

Borel subalgebra, 285

bundle functor on Mfm, 138

bundle functor on C, 170

bundle functor on the category Mf , 146
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C-connection, 365

C-field, 175, 365
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Čech cohomology set, 51

center, 44

centralizer, 44

chart, 4

chart description of Weil functors, 301

Chern forms, 269
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diffeomorphic, 5

diffeomorphism, 5

differential, 8

differential form, 62

differential group, 119

distinguished chart, 27
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E-valued k-form, 67, 403
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exponential mapping, 36
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grading, 128
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I-equivalent, 306
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infinite jet prolongation J∞Y of Y , 126
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infinitesimally admissible, 170
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invariant tensor theorem, 214
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involutive distribution, 28

irreducible principle connection, 107

irreducible representation, 131
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left invariant, 33

left logarithmic derivative, 39

Lie algebra, 17

Lie bracket of vector fields, 17, 325

Lie derivative, 20, 57, 63, 69

Lie group, 30

Lie subgroup, 41

linear connection, 109, 110

linear frame bundle, 94

linear vector field, 379

Liouville vector field, 257

local category, 169
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local operator, 143

local order, 205
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local vector field, 16

localization of A over U , 169

locally flat category, 185

locally homogeneous, 170

locally non-constant, 179
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Maurer-Cartan form, 39, 79

maximal integral manifold, 24

method of differential equations, 245
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quaternionic unitary group, 33

quaternionically linear, 33
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R
r-th jet group (or the r-th differential group)
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r-th order curvature equations, 235

r-th order curvature subspace, 236

r-th order frame bundle of A, 171

r-th order Ricci equations, 240

r-th order Ricci subspace, 240
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r-th order tangent vector, 123

reduction of the structure group, 90

regular functor, 171

regular operator, 143

representation, 38, 131

restricted holonomy group, 82, 106

restricted Lie derivative, 377

Riemannian metric , 94
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right invariant, 34

right logarithmic derivative, 38

roots, 285

S
Sasaki lift, 278

second order differential equation, 257
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second semiholonomic prolongation of Y , 262

section, 50

semidirect product, 48

semidirect product of an algebra and a
module, 298

singular foliation, 25

singular vector, 283

smooth distribution, 24

smooth functor, 53

smooth partition of unity, 5

smooth splitting property, 171

solvable, 130

source, 117

special linear group, 31

special orthogonal group, 31

special unitary group, 32

sphere, 9

spray, 257

stable distribution, 26

standard fiber, 49, 77, 172

standard fiber of the bundle functor F , 139

star bundle functor, 346

stereographic atlas, 9

Stiefel manifold, 89

Study numbers, 318

submanifold, 9

submanifold chart, 9

submersion, 11

support, 5, 50, 176

support of a vector field, 19

symplectic group, 31

system of standard fibers of the bundle
functor, 147

T
tangent bundle, 8

tangent space of M at x, 7

tangent vector, 6

target, 117

tensor evaluation theorem, 224

tensor field, 59, 61

tensorial forms of type `, 154

time dependent vector field, 29

topological manifold, 4

torsion form, 155

torsion tensor, 155

torsion-free, 155

total polarization of f , 219

total space, 11, 50, 77

transgression, 270

transition function, 49, 77

transitive action, 44

transversal mapping, 14

typical fiber, 49

U
underlying manifold, 169

unitary group, 32

universal vector bundle, 97

V
vector bundle, 50

vector bundle atlas, 50

vector bundle chart, 49

vector bundle functor on Mfm, 141

vector bundle functor, 56

vector bundle homomorphism, 50

vector bundle isomorphism, 50

vector field, 16

vector field η∗ dual to a linear vector field η,
380

vector field along f , 376

vector sub bundle, 52

vector valued differential form, 68

velocities of order r and dimension m, 120

vertical bundle, 55, 77, 98

vertical lift, 55, 278, 319

vertical projection, 55, 78

vertical prolongation, 255

vertical space, 73

vertical Weil bundle, 336

W
W-extendible, 178, 205

weakly local functor, 313

weight, 271, 285

Weil algebra, 298

Whitney extension theorem, 178

Whitney-extendible, 178

width of a Weil algebra, 299

Z
zero section, 50

zero set, 5
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